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Hamiltonian Systems Near Relative Periodic Orbits∗

Claudia Wulff† and Mark Roberts‡

Abstract. We give explicit differential equations for a symmetric Hamiltonian vector field near a relative pe-
riodic orbit. These decompose the dynamics into periodically forced motion in a Poincaré section
transversal to the relative periodic orbit, which in turn forces motion along the group orbit. The
structure of the differential equations inherited from the symplectic structure and symmetry prop-
erties of the Hamiltonian system is described, and the effects of time reversing symmetries are
included. Our analysis yields new results on the stability and persistence of Hamiltonian relative
periodic orbits and provides the foundations for a bifurcation theory. The results are applied to a
finite dimensional model for the dynamics of a deformable body in an ideal irrotational fluid.
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1. Introduction. Relative periodic orbits are periodic solutions of a flow induced by an
equivariant vector field on a space of group orbits. In applications they typically appear as
oscillations of a system which are periodic when viewed in some rotating or translating frame.
They therefore generalize relative equilibria, for which the “shape” of the system remains
constant in an appropriate frame. Relative periodic orbits are ubiquitous in Hamiltonian
systems with symmetry. For example, generalizations of the Weinstein–Moser theorem show
that they are typically present near stable relative equilibria [25, 39, 43] and can therefore
be found in virtually any physical application with a continuous symmetry group. Specific
examples for which relative periodic orbits have been discussed or could be found by applying
the Weinstein–Moser theorem to stable relative equilibria include rigid bodies [1, 31, 28, 24],
deformable bodies [8, 27, 13], gravitational N-body problems [32, 47], molecules [17, 19, 20,
34, 48], and point vortices [26, 46, 38].

Existing theoretical work on Hamiltonian relative periodic orbits includes results on their
stability [41, 42] and on their persistence to nearby energy-momentum levels in the case of
compact symmetry groups [33]. However, stability, persistence, and bifurcations are still a
long way from being well understood, especially in the presence of actions of noncompact
symmetry groups with nontrivial isotropy subgroups. Our main aim with this paper is to
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provide a local description of Hamiltonian vector fields near relative periodic orbits that can
be used to develop stability and bifurcation theories.

In [55], the “bundle” structure of a general vector field near a relative periodic solution
is analyzed for proper actions of arbitrary Lie groups. The dynamics near a relative periodic
orbit is decomposed as periodically forced motion in a Poincaré section, which in turn forces
motion along the group orbit. In this way, the study of bifurcations from relative periodic
solutions is reduced to the study of bifurcations from discrete rotating waves in systems with
compact symmetry. These are treated in [23]. The aim of this paper is to extend the results
of [55] from general systems to Hamiltonian systems by taking into account the symplectic
structure and conserved quantities of the problem.

In addition to [55], we draw on several other sources for inspiration. In the absence
of symmetry, it is well known that the dynamics near a Hamiltonian periodic orbit can be
described as periodically forced motion in a Poincaré section within an energy level set [2].
Finite symmetries are treated in [7]. We combine these ideas with the local description of
Hamiltonian vector fields near a relative equilibrium given in [50], and, since these are present
in most Hamiltonian systems, we include the effects of time reversing symmetries by extending
the paper [22] to Hamiltonian vector fields.

In section 3.1, we show that a Poincaré section transverse to a relative periodic orbit
of a Hamiltonian system decomposes into a part tangent to the energy level set describing
rigid body motion, another part tangent to the energy level set describing vibrational motion,
and a part parametrizing energy. Then, in section 3.2, we present our central result, the
differential equations in these bundle coordinates. In section 4, we use them to deduce a
number of new results on stability and persistence. These include Proposition 4.3, describing
the block structure of the linearization of a Hamiltonian vector field at a relative periodic
orbit, the stability result Corollary 4.5, Corollary 4.8 on the persistence of relative periodic
orbits with generic momenta to nearby energy-momentum level sets, and Theorem 4.9 on
persistence in the case of nongeneric momenta and finite isotropy subgroups, in the spirit of
[33, 40]. Whereas the results of [33, 40] build on topological methods which require compact
symmetry groups, our persistence results apply to noncompact symmetry groups as well.
(For a more detailed comparison, see section 4.2.2.) Moreover, we will see that in the case of
generic momenta, bifurcations from relative periodic orbits reduce to fixed point bifurcations
of symplectic maps which are twisted semiequivariant with respect to compact symmetry
groups. The latter bifurcations are studied, for example, in [6, 9] for equivariant symplectic
maps and in [10] for reversible symplectic maps. All of these results are simple corollaries of
the bundle equations. We will present a more general and detailed study of bifurcations and
persistence in future work.

In this paper, we restrict our attention to algebraic symmetry groups. These are groups
defined by polynomial equations and include compact, Euclidean, and the classical Lie groups,
so this assumption is usually satisfied in applications. If this assumption is not satisfied, then
there might be no comoving frame in which the relative periodic orbit becomes periodic (i.e.,
Lemma 2.1 would not apply). Since in this case the bundle structure near relative periodic
orbits already becomes more complicated for general systems [55], we deal only with algebraic
symmetry groups in this paper.

The paper is organized as follows. In section 2, we recall the bundle structure theorem of
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[55, 22] on relative periodic orbits of general systems. In section 3, we study this structure for
Hamiltonian systems and present the differential equations in bundle coordinates. In section
4, we discuss linear stability, persistence, and bifurcation from relative periodic solutions. In
section 5, we illustrate these results with an application to the dynamics of a finite dimensional
model of a deformable body in an ideal irrotational fluid. Section 6 is devoted to the proofs
of the bundle structure theorems of section 3.

2. Relative periodic orbits in general systems. In this section, we recall the results of
[52], [55], and [22], giving a parametrization of a manifold in the neighborhood of a relative
periodic orbit of a reversible equivariant vector field and the form that the vector field takes
in these coordinates.

2.1. Reversible equivariant vector fields. We consider an ordinary differential equation
on a manifold M,

dx

dt
= f(x), x ∈ M,(2.1)

that is equivariant with respect to a smooth, proper action of a finite dimensional algebraic
Lie group Γ on M:

γf(x) = f(γx) for all γ ∈ Γ.(2.2)

If x(t) is a solution of the equation and γ ∈ Γ, then γx(t) is also a solution. We call a
diffeomorphism γ satisfying (2.2) a symmetry of the vector field f(x).

We also include the possibility that the vector field is reversible, i.e., there exists a reversing
symmetry ρ such that

ρf(x) = −f(ρx).(2.3)

This implies that if x(t) is a solution of (2.1), then so is ρx(−t). Note that if ρ is a reversing
symmetry, then ργ is also a reversing symmetry for every γ ∈ Γ.

In the reversible case, the symmetries and reversing symmetries together form the reversing
symmetry group G of the vector field. The group of symmetries, Γ, is a normal subgroup of G
of index two, i.e., the quotient G/Γ is isomorphic to Z2. It is useful to describe this structure
by introducing a character (group homomorphism) χ : G �→ {±1}, such that χ(γ) = 1
for all γ ∈ Γ, and χ(ρ) = −1 for all ρ ∈ G \Γ. This map is called a reversible sign or temporal
character [50, 35]. Using this notation, (2.2) and (2.3) are equivalent to the single equation

gf(x) = χ(g)f(gx) for all g ∈ G.(2.4)

We say that a vector field f satisfying (2.4) is (infinitesimally) (G,χ)-reversible-equivariant or
(G,χ)-semiequivariant. The corresponding flow Φt(·) is (G,χ)-semiequivariant in the sense of
diffeomorphisms:

gΦt = (Φt)
χ(g)g for all g ∈ G and t ∈ R.(2.5)

We usually omit the (G,χ) prefix when it is obvious from the context.
Throughout this paper, we assume that the symmetry group Γ is algebraic. Algebraic

groups include all compact and Euclidean groups, and so the assumption is usually satisfied
in applications.
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2.2. Symmetry groups of relative periodic orbits. In this subsection, we recall the notion
of a relative periodic orbit and its symmetry groups. Denote the isotropy subgroup of a point
p in M by Gp:

Gp = {g ∈ G | gp = p},
and let Γp = Gp∩Γ. Either Γp = Gp or Γp is a normal subgroup of Gp of index 2. The groups
Gp and Γp are compact because the action of G on M is assumed to be proper.

A solution x(t) of (2.1) is said to lie on a relative periodic orbit if there exists T > 0 such
that x(T ) lies in the group orbit Γx(0) of x(0) = p, i.e., there exists σ ∈ Γ with

ΦT (p) = σp.

The infimum of the numbers T with this property is called the relative period of the relative
periodic orbit, and the corresponding σ is called a spatio-temporal symmetry, phase-shift
symmetry, or reconstruction phase [5, 30, 31] of the relative periodic orbit with respect to p.
Note that σ determines the drift direction of the relative periodic orbit. A simple calculation
shows that σ must lie in NΓ(Γp), the normalizer of Γp in Γ. We will always assume that time
has been parametrized so that the relative period is 1 and so Φ1(p) = σp.

The relative periodic orbit itself is defined to be the submanifold of M given by

P = {γΦt(p) | γ ∈ Γ, t ∈ R}.
Thus relative periodic orbits are periodic orbits for the induced flow on the space of orbits of
the action of Γ on M, just as relative equilibria are equilibria in the space of group orbits.

Note that the (G,χ)-semiequivariance of the flow on M does not imply that the flow
descends to a flow on the space of orbits for the full action of G, and so it does not make sense
to replace Γ by G in the definition of a relative periodic orbit. However, we can consider the
action of G/Γ ∼= Z2 on the space of Γ orbits and define a relative periodic orbit to be reversible
if it is invariant under this action and to be nonreversible otherwise. If P is nonreversible,
then Gp = Γp for all p ∈ P. It is shown in [22] that P is a reversible relative periodic orbit
if and only if there exists a point p ∈ P such that Gp contains a reversing symmetry, and so
Γp is a normal subgroup of Gp of index two. We call such a point a brake point of the relative
periodic orbit and will always choose p in such a way. Moreover, it is easily shown that the
spatio-temporal symmetry σ of a reversible relative periodic orbit satisfies ρσρ−1 ∈ σ−1Γp for
each ρ ∈ Gp \ Γp.

Examples of both reversible and nonreversible relative periodic orbits are provided by the
(relative) nonlinear normal modes of relative equilibria. If the relative equilibrium is not re-
versible, then none of its normal modes will be reversible. If the relative equilibrium is elliptic,
nonresonant, and reversible for some involutory reversing symmetry, then its normal modes
are also reversible. Consider, for example, the relative equilibria of an ellipsoidal rigid body
in an irrotational, ideal fluid modelled by Kirchhoff’s equations [24]. Assume that the body
is neutrally buoyant but has noncoincident centers of gravity and buoyancy so that it “feels”
gravity. Then relative equilibria for which the body is translating vertically are not reversible
since the time reversed motion cannot be obtained by a symmetry transformation which pre-
serves the direction of gravity [56]. However, horizontally translating relative equilibria and
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their normal modes are reversible. Other examples of reversible relative periodic orbits of
neutrally buoyant ellipsoidal deformable bodies in irrotational, ideal fluids can be found in
section 5.1.

Let g denote the Lie algebra of Γ and hence also of G. The adjoint action of G on g is
defined by

Adg(ξ) = gξg−1.

We define the χ-dual of any representation of G to be the new representation obtained by
composing the map representing g ∈ G with χ(g). Let Z(g) denote the centralizer of g ∈ G,
and let z(g) denote its Lie algebra. For a subgroup K of G, let zχ(K) denote the centralizer,
or fixed point subspace, of K in g with respect to the χ-dual action of K on g:

zχ(K) = { ξ ∈ g : χ(g)Adgξ = ξ for all g ∈ K }.

The following lemma states that every relative periodic orbit in a system with an algebraic
symmetry group becomes periodic in a comoving frame which respects the isotropy of the
relative periodic orbit.

Lemma 2.1 (see [22]). Assume that Γ is an algebraic Lie group, and let σ̃ ∈ Γ be a
spatio-temporal symmetry of a relative periodic orbit P with respect to p ∈ P. Then there
exists a choice of σ in σ̃Γp and α ∈ Γ, ξ ∈ z(σ), and n ∈ N such that

σ = α exp(ξ), αn = 1, and ξ ∈ zχ(Gp).

If Γ is not algebraic, then the conclusions of Lemma 2.1 are in general not satisfied, the
bundle structure near relative periodic orbits becomes more complicated [55, 22], and Theorem
2.1 on the bundle structure near relative periodic orbits does not apply. Since most groups in
applications are algebraic, we restrict our attention to such symmetry groups.

Following [22], we define the twist diffeomorphism φ : Gp → Gp determined by σ ∈ Γ to
be

φ(gp) = σ−1gpσ
χ(gp).(2.6)

Lemma 2.1 implies that there is a choice of σ in σ̃Γp such that the order of φ is finite and
that we may replace σ by α in the definition of φ. If we denote the order of φ by k, then
k divides n. In general, φ is not a group automorphism. However, its restriction φ|Γp is the
automorphism of Γp given by

φ(γp) = σ−1γpσ for all γp ∈ Γp.

For any multiple r of k, we define the group Lr to be the index r extension of Gp by an
abstract element Q of order r such that

Q−1gpQ
χ(gp) = φ(gp) for all gp ∈ Gp.(2.7)

If an operator Q satisfies this equation, we say that its inverse Q−1 is twisted semiequivariant
or twisted reversible equivariant [22]. Replacing Q by α identifies Ln with the subgroup of
G generated by Gp and α. For orientability reasons the index two extension L2n = Ln × Z2
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of this group is needed in the results below. We call the groups Lr reduced spatio-temporal
symmetry groups of the relative periodic orbit because the group L2n or Ln (if the bundle
is orientable) is the spatio-temporal symmetry group of the periodic orbit for the symmetry
reduced dynamics; cf. section 2.3. We will label elements of Lr by pairs (gp, i), where gp ∈ Gp

and i ∈ Zr.

If the relative periodic orbit P is nonreversible and so Γp = Gp for all p ∈ P, then
Lr = Λr := Γp � Zr. If the relative periodic orbit is reversible, we have Lr = (Λr)ρ, where
ρ ∈ Gp \ Γp and (Λr)ρ is the index two extension of Λr generated by ρ ∈ Gp \ Γp using (2.7).
For a reversible relative periodic orbit, the group Lr/Γp is isomorphic to the dihedral group
of order 2r, D2r, while for a nonreversible relative periodic orbit Lr/Γp ∼= Zr.

2.3. Differential equations near a relative periodic orbit. The following theorems de-
scribe the bundle structure near a relative periodic orbit and the form that the differential
equations (2.1) take in coordinates adapted to this structure. As mentioned in the introduc-
tion, these coordinates decompose the dynamics into a periodically forced motion inside a
Poincaré section N which drives drift dynamics on the group.

Theorem 2.1 (see [55, 22]). Let p lie on a relative periodic orbit P with relative period
1 so that Φ1(p) = σp for some σ ∈ Γ. If P is reversible, assume p is a brake point. Let
σ = α exp(ξ) as in Lemma 2.1. Then in a frame moving uniformly with velocity ξ, a G-
invariant neighborhood U of P in M can be parametrized by

U ≡ (G× R/2nZ ×N)/L2n,(2.8)

where N is a Gp-invariant complement to TpP in TpM at p = (id, 0, 0) and the quotient by
L2n is with respect to the following action of L2n on G× R/2nZ ×N :

(gp, i)(g, θ, v) = ( gα−ig−1
p , χ(gp)(θ + i), gpQ

i
Nv ) for all gp ∈ Gp, i ∈ Z2n.(2.9)

Here QN is a linear transformation of N of order 2n which is orthogonal with respect to a
Gp-invariant inner product on N and such that Q−1

N is Gp twisted semiequivariant.

Note that N is a Poincaré section transverse to the relative periodic orbit P at p. The
transformation QN is determined by the linear map σ−1DΦ1(p) at the relative periodic orbit;
for details see [55, 22] and section 6.1 of this paper. In some cases, the action of L2n can be
replaced by an action of Ln, and the transformation Q can be chosen to have order n; see
[55]. Whether or not this is possible depends on orientability properties of the bundle. For
Hamiltonian systems it is always possible, as we will see in section 3.1.

The following theorem describes how the differential equation (2.1) lifts to a differential
equation on G× R/2nZ ×N under the isomorphism given by Theorem 2.1.

Theorem 2.2 (see [55, 22]). The differential equations in coordinates adapted to the bundle
structure given by (2.8) have the form

ġ = χ(g)gfG(θ, v),

θ̇ = χ(g)fΘ(θ, v),
v̇ = χ(g)fN (θ, v),

(2.10)
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where fG, fΘ, and fN are functions on R/2nZ×N taking values in g, R, and N , respectively,
and are L2n-semiequivariant:

fG(χ(gp)θ, gpv) = χ(gp)AdgpfG(θ, v), fG(θ + 1, QNv) = AdαfG(θ, v),
fΘ(χ(gp)θ, gpv) = fΘ(θ, v), fΘ(θ + 1, QNv) = fΘ(θ, v),
fN (χ(gp)θ, gpv) = χ(gp)gpfN (θ, v), fN (θ + 1, QNv) = QNfN (θ, v)

(2.11)

for all gp ∈ Gp.

Note that the vector field is in fact determined by its restriction to a Γ-invariant neigh-
borhood of P in M, and so the equations in the theorem can be restricted to g ∈ Γ. The
coefficients χ(g) then “disappear” from the equations.

The (θ, v) equations form a closed subsystem that is semiequivariant with respect to the
action of L2n on R/2nZ × N . In particular, fN and fΘ are 2n-periodic in θ, and by a time
reparametrization we can assume that fΘ ≡ 1 so that we obtain a periodically forced equation
v̇ = fN (t, v) on the Poincaré section N . Furthermore, the relative periodic orbit P of (2.1)
reduces to a periodic orbit of the (θ, v) subsystem with a finite order phase shift symmetry, a
discrete rotating wave [23]. Thus the study of bifurcations from (reversible) relative periodic
orbits reduces to that of bifurcations from (reversible) discrete rotating waves. For general
nonreversible non-Hamiltonian systems, these are studied in [23].

3. Relative periodic orbits of Hamiltonian systems. In this section, we combine the local
bundle structure near relative periodic orbits of general systems described in section 2 with
the methods used in [50] to obtain equations near Hamiltonian relative equilibria and thereby
obtain local descriptions of Hamiltonian systems of equations near relative periodic orbits.

We consider a Hamiltonian ordinary differential equation on a smooth finite dimensional
symplectic manifold M with symplectic two-form ω. For each x ∈ M, the restriction of
ω to the tangent space TxM is denoted by ωx. Let G be a finite dimensional Lie group,
let χ : G → Z2 be a group homomorphism, and let Γ = kerχ. We say that G acts χ-
semisymplectically on M if [35, 50]

ωgx(gu, gv) = χ(g) ωx(u, v) for all x ∈ M, g ∈ G, u, v ∈ TxM.

A Hamiltonian vector field

ẋ = fH(x)(3.1)

is generated by a smooth function, the Hamiltonian H : M → R, via the relationship

ωx(fH(x), v) = DH(x)v, x ∈ M, v ∈ TxM.(3.2)

If H is invariant under the action of G, then the vector field fH is (G,χ)-semiequivariant. As
before, we denote the flow of (3.1) by Φt(·).

By Noether’s theorem, locally there is a conserved quantity Jξ for each continuous sym-
metry ξ ∈ g of the system; see, e.g., [1]. The map Jξ(x) = J(x)(ξ) is linear in ξ so that J is a
map from a neighborhood of x ∈ M to g∗, called a momentum map. Here g∗ is the dual of
the Lie algebra g of G. We assume that the momentum map J : M → g∗ exists globally and
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is G-equivariant with respect to the action of G on M and the χ-dual of the coadjoint action,
or χ-coadjoint action, of G on g∗ [35, 50]:

J(gx) = χ(g)(Ad∗g)
−1J(x), x ∈ M, g ∈ G.

Here Ad∗g is the dual operator to Adg, i.e., Ad
∗
gµ(ξ) = µ(Adgξ) for all µ ∈ g∗, ξ ∈ g. Note

that, since we are interested only in the dynamics inside a G-invariant neighborhood U of the
relative periodic orbit P, it suffices to make the above assumptions about the momentum map
on U or, alternatively, to set M := U .

Let P be a relative periodic orbit of the Hamiltonian system (3.1) of relative period 1, and
assume that p ∈ P satisfies Φ1(p) = σp for σ ∈ Γ. If the relative periodic orbit is reversible,
assume that p is a brake point. We will assume, without loss of generality, that H(p) = 0.
As before, let Gp denote the isotropy subgroup of p. Let µ = J(p) be the momentum of the
point p, and let

Gµ = {g ∈ G : χ(g)Ad∗g
−1µ = µ}

be the momentum isotropy subgroup for the χ-dual of the coadjoint action of G on g∗.

3.1. Bundle structure near Hamiltonian relative periodic orbits. As before, we assume
that the symmetry group Γ is algebraic. Theorem 2.1 describes the bundle structure near
relative periodic orbits of general (G,χ)-semiequivariant vector fields. In this subsection, we
will describe the additional structure that is present for Hamiltonian systems.

Let P be a relative periodic orbit of (3.1), and let p = σ−1Φ1(p) ∈ P, σ ∈ Γ. Note that
Gp ⊂ Gµ, Γp ⊂ Γµ and that σ ∈ Γµ since

σµ = σJ(p) = J(σp) = J(Φ1(p)) = J(p) = µ.

As σ ∈ N(Γp), we conclude that σ ∈ NΓµ(Γp) = N(Γp) ∩ Γµ, which gives a restriction on
possible drift directions of Hamiltonian relative periodic orbits, as we will see in the examples
in section 5.4. If Γ is algebraic, then so is Γµ = {γ ∈ Γ, γµ = µ}, and it follows immediately
from Lemma 2.1 that we can choose σ such that it decomposes as σ = α exp(ξ) with

α ∈ Γµ, αn = 1, ξ ∈ gµ ∩ z(σ) ∩ zχ(Gp).(3.3)

As before, identify Ln ⊂ Gµ with the compact group generated by α and Gp. Choose
Ln-invariant complements mµ to gp in gµ and nµ to gµ in g. Then g = gp ⊕ mµ ⊕ nµ, and
g∗ = ann(mµ ⊕ nµ) ⊕ ann(gp ⊕ nµ) ⊕ ann(gp ⊕ mµ). These choices of complements define
Ln-equivariant linear isomorphisms [50]

ann(nµ) ∼= g∗
µ,

ann(mµ ⊕ nµ) ∼= anng∗
µ
(mµ) ∼= g∗

p,

ann(gp ⊕ nµ) ∼= anng∗
µ
(gp) ∼= (gµ/gp)

∗,
(3.4)

where ann(·) denotes an annihilator in g∗ and anng∗
µ
(·) an annihilator in g∗

µ.
Theorem 2.1 states that in a frame moving with velocity ξ ∈ gµ the bundle near the

relative periodic orbit P is periodic with period 2n. The following result shows that in the
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Hamiltonian case the period can be reduced to n and the Poincaré section N can be further
decomposed into three subspaces.

Theorem 3.1. Let P be a relative periodic orbit, and let p = σ−1Φ1(p) ∈ P. Then the
Gp-invariant Poincaré section N at p of Theorem 2.1 can be chosen to decompose as

N = N0 ⊕N1 ⊕N2,(3.5)

where

N0 = kerDH(p) ∩ (kerDJ(p))⊥ ∩N � (gµ/gp)
∗,

N1 = kerDH(p) ∩ kerDJ(p) ∩N,
N2 = (kerDH(p))⊥ ∩ kerDJ(p) ∩N � R.

(3.6)

Here ⊥ denotes orthogonal complements with respect to an appropriate Gp-invariant inner
product on TpM. The spaces N0, N1, and N2 are all Gp-invariant, and N1 is a symplectic
subspace of TpM.

The operator QN in Theorem 2.1 can be chosen to have order n, and so the action of the
group L2n on N factors through an action of Ln. The actions of Gp and QN on N now have
the forms

gp(ν, w,E) = (χ(gp)(Ad
∗
gp)

−1ν, gpw, E) for all gp ∈ Gp(3.7)

and

QN (ν, w,E) = (Q0ν, Q1w, E) with Q0 = (Ad∗α)
−1.(3.8)

The linear map Q1 : N1 → N1 is orthogonal with respect to the restricted Gp-invariant inner
product on N1 and symplectic with respect to the restricted Gp-semi-invariant symplectic form
ωN1 := ω|N1. Its inverse Q−1

1 is twisted semiequivariant with respect to the action of Gp on N1.
Moreover, the identification (2.8) of a G-invariant neighborhood U with (G× R/nZ ×N)/Ln
is a symplectomorphism, and the Γ-reduced phase space U/Γ ≡ (R/nZ × N)/(Γp � Zn) is a
Poisson space.

This theorem will be proved in sections 6.1–6.7 below. The tangent space decomposition
is derived in section 6.2, the Poisson-structure on the Γ-reduced bundle is described in section
6.6, and the symplectic structure of the bundle is described in section 6.7. That QN can always
be chosen to have order n is proved in sections 6.4 and 6.5 and is related to the connectedness
of groups of symplectic transformations.

We call N1 the symplectic normal space and denote its complex structure by JN1 . In [16]
it is shown that every semi-invariant symplectic form on a vector space has a semiequivariant
complex structure J satisfying J2 = −id. We will always choose JN1 in such a way. If Gp

is finite and so J is nonsingular at p, then N1 can be identified with the intersection of the
Poincaré section N with the tangent space to the energy-momentum level set through p. It
can be interpreted as the space of all small shape oscillations near the relative periodic orbit.
In a similar way, ν ∈ N0 � (gµ/gp)

∗ parametrizes the momenta of the rigid motion, expressed
in body coordinates, while E parametrizes the difference in energy from H(p) (see Remark
3.4(e)).
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3.2. Equations near Hamiltonian relative periodic orbits. In this subsection, we formu-
late the central results of this paper. These describe the form taken by a Hamiltonian vector
field near a relative periodic orbit in the bundle coordinates given by Theorems 2.1 and 3.1. In
the absence of any symmetries it is well known that the dynamics near a Hamiltonian periodic
orbit can be described as periodically forced motion in a Poincaré section inside an energy
level set [2]. Here we show how this can be generalized to Hamiltonian relative periodic orbits
by combining Theorems 2.1 and 2.2 of section 2 and Theorem 3.1 with techniques used for
Hamiltonian relative equilibria in [50].

First we need to recall some preliminaries.
Proposition 3.2 (see [50]).
(a) Let G be a Lie group, let g be its Lie algebra, and let µ be any point in g∗. Let, as

above, nµ be a complement to gµ in g, and let Pann(gµ) be the projection from g∗ to
ann(gµ) with kernel ann(nµ). Then for each ζ sufficiently close to 0 in ann(nµ) and
each ξ ∈ gµ the equation

Pann(gµ)

(
ad∗ξ+η(µ+ ζ)

)
= 0(3.9)

has a unique solution η = ηµ(ξ, ζ) ∈ nµ. The map ηµ : gµ ⊕ ann(nµ) → nµ, defined
on the whole of gµ and a neighborhood of 0 ∈ ann(nµ), is smooth and linear in ξ and
satisfies ηµ(ξ, 0) = 0 for all ξ ∈ gµ and ηλµ(ξ, λζ) = ηµ(ξ, ζ) for all λ ∈ R.

(b) If µ = J(p) and nµ is Gp-invariant, then ηµ(ξ, ζ) is Gp-equivariant with respect to the
adjoint action of Gp on g and the χ-coadjoint action of Gp on g∗.

(c) Let G0
µ denote the identity component of Gµ. If nµ is a G0

µ-invariant complement to
gµ in g, then ηµ ≡ 0.

For each sufficiently small ζ ∈ g∗, we define the linear map jµ : gµ → g by

jµ(ζ)ξ = ξ + ηµ(ζ, ξ).(3.10)

Now let p ∈ P lie on a relative periodic orbit P. If µ satisfies the condition in (c), i.e., the
Ln-complement nµ to gµ in g can be chosen to be G0

µ-invariant, then we say that µ is split;
see [14, 50].

Since the linear action of the compact group Gp on N1 is semisymplectic, there exists a
momentum map LN1 : N1 → g∗

p which is equivariant with respect to the χ-coadjoint action
of Gp on g∗

p. Using the complement mµ to gp in gµ, we can identify g∗
p � anng∗

µ
(mµ) ⊂ g∗

µ

(see (3.4)) and so embed the Poincaré section N = N0 ⊕N1 ⊕N2
∼= (gµ/gp)

∗ ⊕N1 ⊕N2 into
the extended Poincaré section

Ñ = g∗
µ ⊕N1 ⊕N2(3.11)

by the map from N0 ⊕N1 to g∗
µ ⊕N1 given by

(ν, w) �→ (ν + LN1(w), w), ν ∈ (gµ/gp)
∗, w ∈ N1.(3.12)

The action of Ln on N0 ⊕ N1 defined by Theorem 3.1 extends to an action on g∗
µ ⊕ N1 by

extending the action of Q0 = (Ad∗α)−1 on (gµ/gp)
∗ to the whole of g∗

µ. The choice of mµ to
be Adα-invariant implies that this action preserves the subspace anng∗

µ
(mµ) � g∗

p. Since Ln
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is compact, the momentum map LN1 can be assumed to be Ln-equivariant by averaging. It
follows that the embedding (3.12) will also be Ln-equivariant.

Let ĥ = ĥ(θ, ν, w,E) denote the lift of the G-invariant Hamiltonian H back to the space
G× R/nZ × (N0 ⊕N1 ⊕N2) under the map given by Theorems 2.1 and 3.1. The function ĥ
is Ln-invariant:

ĥ(χ(gp)θ, χ(gp)(Ad
∗
gp)

−1ν, gpw,E) = ĥ(θ, ν, w,E) for all gp ∈ Gp,

and

ĥ(θ + 1, (Ad∗α)
−1ν,Q1w,E) = ĥ(θ, ν, w,E).

In particular, ĥ is periodic in θ with period n. We can extend ĥ to an Ln-invariant function
ĥ(θ, ζ, w,E) on R/nZ × Ñ by setting ĥ(θ, ζ, w,E) = ĥ(θ, ν, w,E), where ζ = ν + ζp ∈ g∗

µ,
ν ∈ (gµ/gp)

∗, ζp ∈ g∗
p.

Theorem 3.3. Let P be a relative periodic orbit, and let p = σ−1Φ1(p) ∈ P. Assume time
is parametrized so that the phase dynamics near the relative periodic orbit is given by θ̇ ≡ 1 in
the equations of Theorem 2.2. Then the Hamiltonian ĥ in bundle coordinates is of the form

ĥ(θ, ν, w,E) = h(θ, ν, w) + E(3.13)

for some Ln-invariant function h on R/nZ × (N0 ⊕ N1). As above, h extends to an Ln-
invariant function h(θ, ζ, w) on R/nZ × (g∗

µ ⊕N1). We have D(ζ,w)h(θ, 0, 0) = (ξ, 0), and the
differential equations for the motion in bundle coordinates

(g, θ, ζ = ν + LN1(w), w,E) ∈ Γ× R/nZ × Ñ

take the form

ġ = gjµ(ζ)Dζh(θ, ζ, w),

θ̇ = 1,

ζ̇ = ad∗jµ(ζ)Dζh(θ,ζ,w)(µ+ ζ),

ẇ = JN1Dwh(θ, ζ, w),

Ė = −Dθh(θ, ζ, w).

(3.14)

A proof of Theorem 3.3 is given in section 6.8 below.
Remarks 3.4.
(a) Note that the (θ, ζ, w) subsystem of (3.14) decouples from and forces the (g,E) equa-

tions. Hence (3.14) has a skew-product structure.
(b) The (ζ, w) subsystem on g∗

µ ⊕N1 forms a Gp-semiequivariant Poisson system that is
periodically forced with period n. Since the action of Gp on g∗

µ ⊕N1 is semi-Poisson,
the dynamics of this subsystem preserves a Gp momentum map Lg∗

µ⊕N1 ; see section
6.6.

(c) If µ is split, for example, if Gµ is compact, then ηµ(ζ) ≡ 0 and jµ(ζ)Dζh = Dζh.
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(d) As in the case of relative equilibria [50], the momentum map J is given in bundle
coordinates by J(g, θ, ν, w,E) = χ(g)(Ad∗g)−1(µ + ν + LN1(w)). This can easily be
verified using the symplectic form in bundle coordinates, described in section 6.7.

(e) Because of (3.13) the energy level setsH ≡ e with e ≈ 0 are given in bundle coordinates
by E = E(θ, ν, w) = e− h(θ, ν, w). Since H(p) = h(0) = 0, the parameter E therefore
parametrizes the difference in energy from H(p).

The next theorem gives the equations that are obtained by projecting the ζ̇ equation on
g∗
µ back to N0 � (gµ/gp)

∗ and hence provides explicit differential equations in the bundle
coordinates (g, θ, ν, w,E). First we recall some notation for the operator obtained by project-
ing the coadjoint action of gµ on g∗

µ down to (gµ/gp)
∗ [50]. Let πmµ be the Ln-equivariant

projection from gµ to mµ � gµ/gp with kernel gp. Let ν ∈ (gµ/gp)
∗ and ξ, η ∈ mµ. Then

define

adξ(η) = [ξ, η]mµ = πmµ ([ξ, η]) , ad
∗
ξ(ν)(η) = ν

(
[ξ, η]mµ

)
.(3.15)

Note that, in general, the bracket [·, ·]mµ and the operators ad· and ad
∗
· depend on the choice of

mµ. Moreover, [·, ·]mµ does not satisfy the Jacobi identity and so is not a Lie bracket. However,
in the (very special) case when gp is a normal subalgebra of gµ the quotient gµ/gp is again a
Lie algebra, and [·, ·]mµ is equal to its natural Lie bracket for any choice of complement mµ.

Similarly, ad
∗
is the usual coadjoint action of gµ/gp on its dual in this case [50].

Theorem 3.5. Coordinates (g, θ, ν, w,E) can be chosen on Γ× R/nZ ×N = Γ× R/nZ ×
((gµ/gp)

∗ ⊕N1 ⊕N2) so that the restriction of the (G,χ)-semiequivariant Hamiltonian system
(3.1) to a neighborhood of P can be lifted to the following system on Γ× R ×N :

ġ = g (Dνh(θ, ν, w) + η̂(θ, ν, w)) ,

θ̇ = 1,

ν̇ = ad
∗
Dνh(θ,ν,w)(ν) + ad∗Dνh(θ,ν,w)(LN1(w)) + P

(
ad∗η̂(θ,ν,w)(ν + LN1(w))

)
,

ẇ = JN1Dwh(θ, ν, w),

Ė = −Dθh(θ, ν, w),

(3.16)

where the map η̂ : R ×N → nµ is given by

η̂(θ, ν, w) = ηµ(Dνh(θ, ν, w), ν + LN1(w))

and P is the projection from g∗ to ann(gp + nµ) ∼= (gµ/gp)
∗ with kernel ann(mµ).

This theorem is obtained from Theorem 3.3 in the same way as the analogous result for
relative equilibria in [50].

4. Stability and bifurcations. In this section, we outline some straightforward applica-
tions of Theorems 3.3 and 3.5. The first subsection describes the linearization of a Hamiltonian
vector field at a relative periodic orbit, while the second gives two persistence theorems. The
main aim of the section is to indicate potential applications of the theorems. These will be
explored in greater depth in future work.
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4.1. Stability of relative periodic orbits. In this subsection, we present some simple
implications of Theorem 3.5 for the stability of relative periodic orbits. A relative periodic
orbit P of the Γ-equivariant, but not necessarily Hamiltonian, differential equation (2.1) is
said to be (orbitally Liapounov) stable or Γ-stable if P is a (Liapounov stable) periodic orbit
for the flow on M/Γ. It is said to be exponentially unstable if there exist solutions which start
close to P but leave a neighborhood of P in M/Γ exponentially fast. Theorem 2.1 implies that
stability or exponential instability of P is equivalent to the stability or exponential instability
of the periodic solution {θ ∈ R, v = 0} of the (θ, v) subsystem of (2.10).

Proposition 4.1. Let p = σ−1Φ1(p) ∈ P, σ ∈ Γ, and let M = σ−1DΦ1(p). Then the
following hold.

(a) The map M has the following structure with respect to the decomposition TpM =
gp⊕ R ⊕N :

M =


 πmAd−1

σ |m 0 D
0 1 Θ
0 0 MN


 ,(4.1)

where m ∼= gp ∼= g/gp is an Ln-invariant complement to gp in g and πm is the
projection from g to m with kernel gp.

(b) If time is reparametrized so that fΘ(θ, v) ≡ 1 and ΦN
1,0 is the time 1 map of the

periodically forced system on N , then Q−1
N ΦN

1,0 is a (symmetry reduced) Poincaré map
for the periodic solution of the (θ, v) system with v = 0 as fixed point. The block MN

in (4.1) is the linearization of this map: MN = Q−1
N DΦN

1,0(0).
Proof. It is easily checked that fH(p) is a right eigenvector of M with eigenvalue 1.

Moreover, for ξ ∈ g we have

σ−1DΦ1(p)ξp = σ−1ξΦ1(p) = σ−1ξσp =
(
Ad−1

σ ξ
)
p,

which shows that Mξp = Ad−1
σ ξp for ξ ∈ g. Therefore, M has the structure shown in (4.1).

Part (b) follows from Proposition 3.1 of [55].
As a consequence, P is exponentially unstable if and only if MN has eigenvalues outside

the unit circle.
Definition 4.2. We call a relative periodic orbit P spectrally stable if all the eigenvalues of

MN lie within or on the unit circle.
In Hamiltonian systems, (relative) periodic orbits are typically not orbitally Liapounov

stable. However, the above spectral stability theory for general systems remains applicable.
Criteria for Liapounov stability of Hamiltonian relative periodic orbits that apply in special
cases can be found in [41, 42]. In this section, we will describe the extra structure that M
and MN have for Hamiltonian systems.

As usual, let µ = J(p) and mµ and nµ be as in section 3, and so m = nµ +mµ. Let πmµ

be the projection from g to mµ with kernel nµ ⊕ gp, and let πnµ be the projection from g to

nµ with kernel mµ⊕ gp. We will now define an analogue of the operators ad·, ad
∗
· introduced

in section 3.2 for actions of g ∈ Gµ on mµ � gµ/gp and anngµ(gp) = (gµ/gp)
∗. For g ∈ Gµ,

η ∈ mµ, and ν ∈ anngµ(gp), let

Adgη = πmµAdgη, (Ad
∗
g)(ν)(η) = ν(Adgη).(4.2)
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Note that Adg and Ad
∗
g depend on the choice of the complement mµ of gp in gµ and vary if

g is varied in gΓp.
Proposition 4.3. With respect to the tangent space decomposition TpM = T ⊕N , where

T = TpP = T0 ⊕ T1 ⊕ T2, with T0 = gµp, T1 = nµp, T2 = span(fH(p)),(4.3)

and N = N0 ⊕N1 ⊕N2, the linearization M at p ∈ P has the following block structure:

M = σ−1DΦ1(p) =




Ad
−1
σ πmµAd

−1
σ |nµ 0 D0 D1 D2

0 πnµAd
−1
σ |nµ 0 D3 0 0

0 0 1 Θ0 Θ1 Θ2

0 Ad
∗
σ 0 0

0 M10 M1 M12

0 0 0 1



.

All the subblocks of M are twisted semiequivariant with respect to the appropriate actions of
Gp on the subspaces Ti and Ni, i = 0, 1, 2. Moreover, M is symplectic and so the subblocks
are related to each other by the equations given in Lemma 6.4.

This proposition is proved in section 6.3, where Lemma 6.4 is stated. Results for relative
equilibria of compact group actions analogous to this and the following proposition can be
found in [44, 45].

Proposition 4.4. Consider the decomposition of M given by Proposition 4.3.
(a) If 1 /∈ spec(M1), then the tangent space decomposition can be chosen so that Θ1 =

M12 = 0.
(b) If spec(Ad

∗
σ) ∩ spec(M1) = ∅, then the tangent space decomposition can be chosen so

that D1 = M10 = 0.
(c) If spec(Ad

∗
σ)∩spec(πnµAdσ|nµ) = ∅ or µ is split, then the tangent space decomposition

can be chosen so that πmµAdσ|nµ = 0 and D3 = 0.

(d) If time is parametrized so that θ̇ ≡ 1, then D2 = Θ0 = Θ1 = Θ2 = M12 = 0.
Proof. Parts (a) and (b) and the first statement of (c) are linear algebra. For the second

statement of part (c), observe that if µ is split, then nµ can be chosen to be both Adα and
G0
µ-invariant and hence also Adσ-invariant since σ = α exp(ξ), ξ ∈ gµ. That D3 = 0 then

follows from (6.10) below. For Part (d) note that Theorem 3.3 implies that in this case the
Hamiltonian h(ν, w, θ) in bundle coordinates does not depend on E.

The following corollary is a direct consequence of Proposition 4.3.
Corollary 4.5. The relative periodic orbit P is spectrally stable if and only if all the

eigenvalues of M1 : N1 → N1 lie on the unit circle, and those of Ad
∗
σ : N0 → N0 lie within or

on the unit circle.
Note that spectral stability does not depend on the choice of σ within the coset σΓp. As

for general systems (Proposition 4.1), we see that P is spectrally stable if and only if 0 lies on
a spectrally stable periodic orbit of the periodically forced (ν, w) subsystem.

For many groups relevant in applications, the spectrum of Ad
∗
σ automatically lies on the

unit circle. For example, this is satisfied if there is a Gµ-invariant inner product on g∗ and
so for all compact groups G. It is also satisfied by Euclidean groups and therefore in most
applications.
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The twisted semiequivariance of the diagonal subblocks of M may imply additional block
structure for the subblocks. For example, if the twist diffeomorphism φ is trivial, so that
M is Gp-semiequivariant, then the block M1 maps isotypic components of N1 with respect
to the Γp-action into themselves [42]. The structure of equivariant symplectic linear maps is
described in general in [36]. Extensions to reversible equivariant symplectic linear maps can
be deduced from the results on infinitesimally symplectic linear maps in [16].

4.2. Bifurcation of relative periodic orbits. In this section, we describe some simple
implications of Theorem 3.5 for bifurcations of relative periodic orbits. Relative periodic orbits
which lie near P correspond bijectively to relative periodic orbits of the Ln-semiequivariant
(θ, ν, w) subsystem of (3.16) on R/nZ× (gµ/gp)

∗ ⊕N1 [55, 22]. The original relative periodic
orbit P itself corresponds to the set {θ ∈ R/nZ, (ν, w) = 0}. It is therefore a periodic orbit
with finite phase-shift symmetry Zn, i.e., a discrete rotating wave of the (θ, ν, w) subsystem
of (3.16). As Ln is compact, the problem of describing bifurcations from relative periodic
orbits in systems with noncompact (reversing) symmetry groups is therefore reduced to that
of describing bifurcations from discrete rotating waves in systems with compact (reversing)
symmetry groups.

The description of all generic bifurcations in the (θ, ν, w) subsystem of (3.16) is a diffi-
cult problem which we will tackle in future work. In this paper, we content ourselves with
describing briefly some easily obtained results for special cases. The case of “minimal” µ is
considered in section 4.2.1. The case of split µ and the finite isotropy subgroup Γp is discussed
in section 4.2.2.

4.2.1. Minimal momenta. A momentum µ ∈ g∗ is said to be minimal if dim(gµ) is
minimal [50, section 4.2]. It is shown in [12] that the set of minimal µ is open and dense in g∗

and that the isotropy subgroup Γµ of a minimal µ is Abelian. The following result is proved
in exactly the same way as the analogous result for relative equilibria [50, Proposition 4.2].

Proposition 4.6. If µ is minimal, then ν̇ ≡ 0 in (3.16), and bifurcation from relative peri-
odic orbits reduces to bifurcation from discrete rotating waves of the ν-dependent periodically
forced w equation of (3.16).

As a corollary, we obtain a persistence result for nondegenerate relative periodic orbits.

Definition 4.7. The relative periodic orbit P is nondegenerate if 1 is not an eigenvalue of
the block M1 in M = σ−1DΦ1(p) defined in Proposition 4.3.

The following generalizes a persistence result for relative equilibria [44, 50] to relative
periodic orbits of noncompact groups.

Corollary 4.8. Let p = σ−1Φ1(p) lie on a nondegenerate relative periodic orbit P with
minimal momentum µ and energy e, and assume that Γp is trivial. Let σ = α exp(ξ), α ∈ Γµ,
αn = id, and ξ ∈ z(σ) ∩ zχ(Gp) as in (3.3). Then the following hold.

(a) For each momentum µ̂ near µ with Ad∗αµ̂ = µ̂ and each energy ê near e, there exists a
unique relative periodic orbit near P with momentum µ̂, energy ê, and relative period
close to that of P.

(b) Assume, in addition, that P is nondegenerate when considered as a relative periodic
orbit of relative period n; i.e., the block M1 in Proposition 4.3 does not have nth roots
of unity as eigenvalues. Then, for each momentum µ̂ near µ and each energy ê near
e, there exists a unique relative periodic orbit near P with momentum µ̂, energy ê,
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and relative period close to some 0 ∈ N with 0|n. The union of these relative periodic
orbits is a symplectic submanifold of M of dimension dimΓ + dimΓµ + 2.

Proof. For simplicity, assume that time has been reparametrized such that fΘ ≡ 1. From
Propositions 4.3 and 4.6 we see that M1 = Q−1

1 DΦN1
1,0(0), where ΦN1

t,t0
(·, ν) is the ν-dependent

time-evolution of the w equation of (3.16). Since the relative periodic orbit is nondegenerate,
we conclude that 1 is not an eigenvalue of Q−1

1 DΦN1
1,0(0). So we can apply the implicit function

theorem to the ν-dependent fixed point equation for Q−1
1 ΦN1

1,0(·, ν) to conclude that there is a
family of periodic orbits of the w equation of (3.16) parametrized by ν ∈ g∗

µ, with initial value

w(ν) ∈ N1, where w(0) = 0. Since the Ė equation does not depend on E, the E-initial value
provides an additional parameter. For ν ∈ g∗

µ with Ad∗αν = ν, we obtain a family P1
ν,E of

relative periodic orbits of (3.1) with relative period one. Because of Remarks 3.4 (d), (e) on
the momentum map in bundle coordinates and energy parametrization, this family of relative
periodic orbits provides exactly one relative periodic orbit for each energy-momentum pair
(ê, µ̂) with µ̂ = Ad∗αµ̂ close to (e, µ). This proves part (a).

To prove (b) let P be nondegenerate as a relative periodic orbit of relative period n. Then
the fixed point equation for ΦN1

n,0(·, ν) can be solved uniquely for any small ν ∈ g∗
µ giving

a family Pν,E of relative periodic orbits of (3.1) which have relative periods 0 for some 0|n.
The dimension formula then follows from the observation that each relative periodic orbit
Pν,E has dimension dim(Γ) + 1. Symplecticity of the submanifold formed by the union of
the family Pν,E of relative periodic orbits is a consequence of the fact that by Theorem 3.1
a G-invariant neighborhood U of the relative periodic orbit P is symplectomorphic to the
symplectic manifold (G×R/nZ×N)/Ln and that the union of the family of relative periodic
orbits Pν,E is a manifold of the form (G×R/nZ×N0⊕{0}⊕N2)/Ln. That this is a symplectic
submanifold of (G×R/nZ×N)/Ln can be seen from the symplectic form in bundle coordinates
given in section 6.7.

An extension of this result which describes nearby relative periodic orbits with the same
isotropy subgroup Γp as P in the case of general nonfree actions can easily be obtained by
applying the method of [40]: just replace M by the corresponding fixed point space FixΓp(M)
and Γ by N(Γp)/Γp.

To study bifurcations of relative periodic orbits with less spatio-temporal symmetry (in-
cluding subharmonic branching) and bifurcations from degenerate relative periodic orbits, the
results in [6, 9, 10] on bifurcations from fixed points of equivariant and reversible symplectic
maps can be applied to the ν-dependent symplectic Gp-semiequivariant map ΦN1

1,0(·, ν) on N1

provided that Q1 = id.

4.2.2. Split momenta and finite isotropy subgroups. If µ is split, i.e., if the Ln-invariant
complement nµ to gµ in g can be chosen to be G0

µ-invariant (cf. section 3.2), then the term
P(ad∗η̂(ν,w)(ν + LN1(w))) in the ν̇ equation in (3.16) vanishes and the equation becomes

ν̇ = ad
∗
Dνh(θ,ν,w)(ν) + ad∗Dνh(θ,ν,w)(LN1(w)).

If Γp is finite, then ad
∗
Dνh = ad∗Dνh and LN1 ≡ 0, and so the (θ, ν, w) equations simplify to

θ̇ = 1, ν̇ = ad∗Dνh(θ,ν,w)(ν), ẇ = JN1Dwh(θ, ν, w).(4.4)
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These equations define an Ln-semiequivariant Poisson system on R/nZ×N and a Gp-semiequi-
variant periodically forced Poisson system on g∗

µ ⊕ N1. The following persistence result for
relative periodic orbits of noncompact group actions is inspired by a similar theorem of Mon-
taldi [33] for free actions of compact groups and a result on the persistence of relative equilibria
of compact groups with finite isotropy [34]. Montaldi uses the compactness of the coadjoint
orbits to infer the existence of relative periodic orbits on each nearby energy-momentum level
set. Without this compactness assumption, the topological techniques that he employs no
longer apply; however, using the isotropy of the relative periodic orbit, we can get similar
results. In contrast to the generalization of the persistence result of [33] given in [40], com-
pactness of the normalizer of the isotropy of the relative periodic orbit is not required, and
the spatio-temporal and reversing symmetries of the persisting relative periodic orbits are
described.

Theorem 4.9. Let p = σ−1Φ1(p) lie on a relative periodic orbit P with split momentum
µ and finite isotropy subgroup Γp. Let σ = α exp(ξ), where αn = id as in (3.3), and let Λn
(resp., Ln) be the group generated by Γp (resp., Gp) and α. Assume that P is nondegen-
erate when considered as a relative periodic orbit of relative period n; i.e., the block M1 in
Proposition 4.3 does not have nth roots of unity as eigenvalues.

Let ν̂ ∈ g∗
µ, ν̂ ≈ 0, be such that Fixg∗

µ
(Γ̂p)∩gµν̂ = {0}, where Γ̂p = Γp∩Γµ̂ and µ̂ = µ+ ν̂.

Then the following hold.

(a) The group Λ̂ := Λn ∩ Γµ̂ is a cyclic extension of Γ̂p: there exists 0 ∈ N with 0|n such

that Λ̂/Γ̂p � Zn/�. Moreover, either L̂ := Ln∩Gµ̂ equals Λ̂, or Λ̂ is a normal subgroup

of L̂ of index two. In the latter case, there exists ρ ∈ L̂ \ Λ̂ such that L̂ = Λ̂ρ.
(b) There is a family PE(ν̂) of relative periodic orbits close to P which is parametrized by

E ≈ 0 with points p̂E ∈ PE(ν̂) such that

J(p̂E) = µ̂, Γp̂E = Γ̂p, Gp̂E = Ĝp :=

{
Γp̂E if L̂ = Λ̂,

(Γp̂E )ρ if L̂ = Λ̂ρ.

The relative period of the relative periodic orbit PE(ν̂) is 0 ∈ N, where 0|n is such that
Λ̂/Γ̂p � Zn/�, and we have σ̂−1Φ�(p̂E) = p̂E, where σ̂ = σ�γp exp(ξ̂), with α�γp ∈ Λ̂

for some γp ∈ Γp, and ξ̂ ∈ zχ(Ĝp) ∩ gµ̂ is small.

Proof. (a) Let γ ∈ Λ̂ = Λn∩Γµ̂. Since Γp is normal in Λn, we have γγ̂pγ
−1 ∈ Γp∩Γµ̂ = Γ̂p

for γ̂p ∈ Γ̂p. Therefore, Λ̂ ⊆ N(Γ̂p). We now show that Λ̂/Γ̂p is cyclic. Let γ ∈ Λ̂. Then
γ = γpα

i for some γp ∈ Γp, i ∈ {0, . . . , n − 1}. Moreover, i �= 0 if γp ∈ Γp \ Γ̂p by definition
of Γ̂p. As a consequence, γn ∈ Γ̂p, and, if γ̃ ∈ Λ̂, γ̃ = γ̃pα

i, for some γ̃p ∈ Γp, then
γγ̃−1 = γpγ̃

−1
p ∈ Γ̂p. Hence Λ̂/Γ̂p is a subgroup of Zn and therefore cyclic, i.e., there is some

0|n with Λ̂/Γ̂p � Zn/�.

Now assume that L̂ �= Λ̂, and let ρ ∈ L̂ \ Λ̂. Since Λn is normal in Ln, we have ργ̂ρ−1 ∈
Λn ∩ Γµ̂ = Λ̂ for γ̂ ∈ Λ̂ and L̂ = Λ̂ρ.

(b) 1. We first prove that the periodically forced Poisson system on N0 ⊕N1 (the (ν, w)
subsystem of (3.16)) has an n-periodic solution with isotropy Γ̂p. Let Ψt,t0 = (Ψν

t,0,Ψ
w
t,0)

denote the time-evolution of this subsystem. The original relative periodic orbit corresponds
to the origin: Ψt,0(0) = 0. Because it is Poisson, Ψt,t0 restricts to a symplectic map on
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the symplectic leaves O × N1, where O is a coadjoint orbit of Γµ in g∗
µ. Moreover, Ψt,0

is Γp-equivariant. As a consequence, Ψt,0 maps (Fixg∗
µ
(Γ̂p) ∩ Γµν̂) × FixN1(Γ̂p) into itself.

Since by assumption Fixg∗
µ
(Γ̂p)∩ gµν̂ = {0}, the path-connected component of the point ν̂ in

Fixg∗
µ
(Γ̂p) ∩ Γµν̂ is just {ν̂}, and so we can conclude that

Ψν
t,0(ν̂, ŵ) = ν̂ for all t ∈ R, ŵ ∈ FixN1(Γ̂p).(4.5)

The nondegeneracy condition implies that DwΨ
w
n,0(0) − id is invertible. So we can solve the

equation Ψw
n,0(ν, w) = w uniquely for w = w(ν) if ν ∈ N0 � g∗

µ is small. Therefore, we have
proved that (ν̂, ŵ) = Ψn,0(ν̂, ŵ), with ŵ = w(ν̂), lies on an n-periodic solution of the (ν, w)
system. Moreover, since Ψt,0 is Γp-equivariant, w(·) is a Γp-equivariant map from g∗

µ to N1,

and therefore (ν̂, ŵ) ∈ FixN0⊕N1(Γ̂p).

2. Now we investigate the spatio-temporal symmetry of this periodic solution of the
(θ, ν, w) system. Let 0 �= 0 be minimal with α�γp ∈ Λ̂ for some γp ∈ Γp. Then Λ̂/Γ̂p � Zn/�

by (a). Define Π(ν, w) = γ−1
p Q−�

N Ψ�,0(ν, w). We want to show that Π(ν̂, ŵ) = (ν̂, ŵ). Because

of (4.5) and because α�γp ∈ Λ̂, we conclude that Πν(ν̂, ŵ) = ν̂. Since

Πn/� = γ̂pQ
−n
N Ψn,0 = γ̂pΨn,0,

where γ̂p ∈ Γ̂p by part (a), we also have Πn/�|Fix(Γ̂p) = Ψn,0|Fix(Γ̂p) and, therefore, Π
n
�
+1(ν̂, ŵ) =

Π(ν̂, ŵ). Since γ−1
p α−� ∈ N(Γ̂p) and Q1 and α generate the same twist diffeomorphism on

Gp, Π
w(ν̂, ŵ) ∈ FixN1(Γp) also. Hence Ψn,0(Π(ν̂, ŵ)) = Π(ν̂, ŵ). Since Πν(ν̂, ŵ) = ν̂ and

ŵ = w(ν̂) = Πw(ν̂, ŵ) is locally unique, we conclude that Π(ν̂, ŵ) = (ν̂, ŵ). So (ν̂, ŵ) lies on
an n-periodic solution of the periodically forced (ν, w) system of (3.16) with isotropy Γ̂p and
spatio-temporal symmetry Q�

Nγp.

3. Next we study the reversing symmetries of the periodic solution of the (θ, ν, w) system.
So let L̂ �= Λ̂ and ρ ∈ L̂ \ Λ̂. We are looking for a brake point on the periodic solution of
the (θ, ν, w) system with reversing symmetry ρ. We have ρ = gpα

i for some gp ∈ Gp \ Γp and
some i ∈ {0, . . . , n− 1}. By (2.9) ρ = (gp, i) acts on (θ, ν, w) as

(gp, i)(θ, ν, w) = (χ(gp)(θ + i), gpQ
i
0ν, gpQ

i
1w).

By definition of L̂ we have gpQ
i
0ν̂ = (Ad∗gpαi)−1ν̂ = ν̂. Moreover,

χ(gp)(θ̂ + i) = θ̂ for θ̂ := −i/2.

The periodic solution of the (θ, ν, w) system is given by {(θ, ν̂,Ψw
θ,0(ν̂, ŵ)), θ ∈ R/nZ}. Let

Φred
t denote the Ln-semiequivariant flow of the (θ, ν, w) system. Since Φred

n (θ̂, ν̂,Ψw
θ̂,0

(ν̂, ŵ)) =

(θ̂, ν̂,Ψw
θ̂,0

(ν̂, ŵ)), we have

(θ̂, ν̂, gpQ
i
1Ψ

w
θ̂,0

(ν̂, ŵ)) = (gp, i)Φ
red
n (θ̂, ν̂,Ψw

θ̂,0
(ν̂, ŵ))

= Φred
−n(θ̂, ν̂, gpQ

i
1Ψ

w
θ̂,0

(ν̂, ŵ))
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so that both (θ̂, ν̂, gpQ
i
1Ψ

w
θ̂,0

(ν̂, ŵ)) and (θ̂, ν̂,Ψw
θ̂,0

(ν̂, ŵ)) lie on a periodic solution of the

(θ, ν, w) system. Since by our nondegeneracy condition the periodic solution corresponding to
ν̂ is locally unique, we get gpQ

i
1Ψ

w
θ̂,0

(ν̂, ŵ) = Ψw
θ̂,0

(ν̂, ŵ). So gpQ
i
N is a reversing symmetry of

the periodic solution of the (θ, ν, w) system with brake point (θ̂, ν̂,Ψw
θ̂,0

(ν̂, ŵ)).

4. Finally, we interpret the periodic solution of the (θ, ν, w) system as a relative periodic
solution of the original system. Let

p̂E = p̂E(ν̂) � (id, θ̂, ν̂,Ψw
θ̂,0

(ν̂, ŵ), E),

where E ≈ 0, and θ̂ is arbitrary in the nonreversible case and as above in the reversible case.
Since the Ė equation of (3.16) does not depend on E and because of (2.9), the point p̂E(ν̂)
lies on a relative periodic orbit PE(ν̂) of (3.1) with isotropy Γp̂E = Γ̂p and spatio-temporal

symmetry σ̂ near σ�γp. In the reversible case L̂ �= Λ̂, we see from (2.9) that ρp̂E = p̂E so that

Gp̂E = (Γp̂E )ρ. The condition σ̂ = σ�γp exp(ξ̂), where ξ̂ ∈ zχ(Ĝp) ∩ gµ̂ is small, follows from
the fact that the vector field fG on the group is Gp-semiequivariant; see (2.10).

5. Example: Affine rigid bodies in ideal fluids. In this section, we illustrate how to
apply the results of this paper to a specific symmetric Hamiltonian system. As our example
we have chosen a finite dimensional model for the dynamics of a deformable body in an ideal
irrotational fluid. The model extends the well-known Kirchhoff model for the motion of a
rigid body in a fluid [18, 21, 3]. In this model, the configuration of the body, i.e., its position
and orientation in R

3, is given by the elements of the special Euclidean group SE(3). The
fluid motion outside the body is assumed to be irrotational, to have normal velocity at the
surface of the body equal to that of the body, and to be stationary at infinity. It is therefore
determined uniquely by the motion of the body itself, and the dynamics can be described by
a Hamiltonian system on the cotangent bundle T ∗SE(3).

We extend this model by relaxing the assumption that the body is rigid to allow configu-
rations that are obtained from orientation preserving linear deformations of a reference body.
If the reference body is assumed to be a sphere, then the deformed configurations are always
ellipsoids. We assume that the deformations preserve volume. The configuration space for
this system is therefore the special affine group SAff(3) = SL(3) � R

3 of R
3, where SL(3) is

the group of invertible linear transformations of R
3 with determinant 1, and the semidirect

product is obtained from the natural action of SL(3) on R
3. The dynamics of the system are

given by a Hamiltonian H on T ∗SAff(3).
In addition to extending the Kirchhoff model for a rigid body in a fluid, this system also

extends the “affine” or “pseudorigid” body model used in fluid dynamics and elasticity theory
[8, 11, 49, 53, 54]. These models are usually invariant under a Galilean transformation group,
and so the translational degrees of freedom can be ignored by using a coordinate system that
moves with the center of mass [35]. This is not true for a body in a fluid that is translating
relative to the fluid at infinity. In this case, the symmetry group is essentially noncompact.
This is described in the next subsection.

We will use Theorem 4.9 to deduce the existence of some families of relative periodic
orbits of this model in section 5.4. Since the underlying symmetry group is noncompact, the
existing theories—which use compactness of the symmetry group—do not give these families



20 CLAUDIA WULFF AND MARK ROBERTS

of relative periodic solutions. The solutions describe simple motions of deformable bodies in
fluids.

In order to construct the relative periodic solutions, we start, in section 5.2, with a spher-
ical equilibrium and study the dynamics in a neighborhood of this equilibrium. In section 5.3,
we describe some families of nonlinear normal modes close to the equilibrium, and in section
5.4 we show how these normal modes persist to relative periodic orbits.

5.1. Symmetries and conserved quantities. In this subsection, we describe the symme-
tries and corresponding conserved quantities of our model of an affine rigid body in an ideal
fluid. We assume that the reference body is spherically symmetric, which implies that H is
invariant under the action of SO(3) on T ∗SAff(3), which is induced from its natural action on
the right of SL(3) (extended trivially to SAff(3)):

B.(S, s) = (SB−1, s), (S, s) ∈ SAff(3), B ∈ SO(3).

These are the “material” or “body” symmetries of the system. We also assume that the
system is invariant under rotations and translations of R

3, i.e., the natural action of SE(3) on
T ∗SAff(3) induced from its action on the left of SAff(3):

(A, a).(S, s) = (AS, a+As), (S, s) ∈ SAff(3), (A, a) ∈ SE(3).

These are the “spatial” symmetries of the system. This assumption implies that there are
no external forces such as gravity acting. In particular, the body is “neutrally buoyant” and
has coincident centers of mass and buoyancy. It is natural also to assume that the system is
invariant under the action of the inversion symmetry −id in O(3) acting simultaneously on the
left and right of SAff(3). Denoting the diagonally embedded inversion operator in O(3)×O(3)
by κ, we have

κ.(S, s) = (S,−s), (S, s) ∈ SAff(3), κ = (−id,−id) ∈ O(3)×O(3).

Note that the action of −id on the left or right alone does not preserve SAff(3). Together
the body and spatial symmetries and reflection κ generate a semidirect product Γ = Z

κ
2 �

(SO(3)× SE(3)).

Finally, we will also assume that the system is invariant under the usual time reversal
symmetry operation acting on T ∗SAff(3). Using left translations in SAff(3), we identify
T ∗SAff(3) with SAff(3) × saff(3)∗, where saff(3) = T(id,0)SAff(3) = sl(3) ⊕ R

3. Then the
action of the time reversal symmetry becomes

ρ.((S, s), (µS , µs)) = ((S, s), (−µS ,−µs)), (S, s) ∈ SAff(3), (µS , µs) ∈ saff(3)∗.

The full group of time preserving and time reversing symmetries is G = Γ× Z
ρ
2.

It is a straightforward exercise to write down the conserved quantities associated to these
symmetries; see [1]. In body coordinates T ∗SAff(3) ∼= SAff(3) × saff(3)∗, the momentum
generated by the material symmetry group SO(3) (acting from the right) is

JR(S, s, µS , µs) = −π(µS),
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where π : sl(3)∗ → so(3)∗ is the natural projection dual to the inclusion so(3) ⊂ sl(3). The
momentum map for the spatial symmetry group SE(3) is

JL(S, s, µS , µs) = Π(Ad∗(S,s)−1(µS , µs)),

where Π : saff(3)∗ → se(3)∗ is the natural projection. The two components of the momentum
JL can be interpreted as angular and linear impulses of the body-fluid system (see, for example,
[51]). The momentum −JR is the angular impulse in body coordinates.

5.2. The spherical equilibrium. In this subsection, we describe the dynamics near a
spherical equilibrium. So assume that the spherical configuration with zero-momentum p =
((id, 0), (0, 0)) in SAff(3) × saff(3)∗ is an equilibrium configuration. This has conserved mo-
menta µ = (µL, µR) = (JL,JR) = (0, 0), and so Gµ = G. The isotropy subgroup is Gp =
O(3)D × Z

ρ
2, where O(3)D = Z

κ
2 × SO(3)D and SO(3)D = {(γ, (γ, 0)) ∈ SO(3)× SE(3) : γ ∈

SO(3)} is the diagonally embedded copy of SO(3) in SO(3) × SE(3). Let so(3)D denote the
Lie algebra of SO(3)D. A complement mµ to gp in gµ = g is provided by so(3)AD⊕R

3, where
so(3)AD = {(−ξ, (ξ, 0)) ∈ so(3)⊕ se(3) : ξ ∈ so(3)} is the antidiagonal embedding of so(3) in
so(3)⊕ se(3). Note that so(3)AD is not a Lie subalgebra since [so(3)AD, so(3)AD] ⊂ so(3)D.

The symplectic normal space N1 to the group orbit through p can be identified with
V ⊕ V ∗, where V is the 5-dimensional subspace of sl(3) ⊂ saff(3) consisting of symmetric
traceless matrices and V ∗ = kerΠ = ann(se(3)) is the dual space in saff(3)∗. We choose the
standard symplectic structure ω(w1, w2) = −�(tr(w1w̄2)), where wi = ui + ivi, i = 0, 1, on
V ⊕ V ∗. The group Γp = O(3)D acts symplectically on V ⊕ V ∗ by conjugation of matrices.
Note that κ acts trivially. An equivariant momentum map for this action is given by

LN1(w) = vu− uv, w = (u, v) ∈ V ⊕ V ∗(5.1)

(see Lemma 5.6 of [37]).

In [50], we have presented an analogue of Theorem 3.3 for relative equilibria. In this case,
there is no phase θ, the equations (3.14) of Theorem 3.3 are time-independent, and N (Ñ) is
a slice (extended slice) transverse to the relative equilibrium. Hence the dynamics near the
group orbit of equilibria through p, considered as a relative equilibrium, is given by a system
of ordinary differential equations on the extended slice

Ñ = g∗
µ ⊕N1

∼= so(3)∗ ⊕ se(3)∗ ⊕ V ⊕ V ∗

of the form

ζ̇ = ad∗Dζh(ζ,w)(ζ), ẇ = JN1Dwh(ζ, w),

where h is the function on Ñ obtained by writing the Hamiltonian H in body coordinates and
JN1 is the chosen symplectic structure on V ⊕V ∗. We have used the fact that µ = (0, 0) is split
to obtain these equations. Taking ζ = (ζR, ζL, ζT ), with ζR ∈ so(3)∗ and (ζL, ζT ) ∈ se(3)∗, the
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ζ equation takes the more concrete form (see, e.g., [50])

ζ̇R = ζR × ∂h
∂ζR

,

ζ̇L = ζL × ∂h
∂ζL

+ ζT × ∂h
∂ζT

,

ζ̇T = ζT × ∂h
∂ζL

,

ẇ = JN1
∂h
∂w .

(5.2)

To get the equation on the slice N , we could use the analogue of Theorem 3.5 for relative
equilibria in [50]. But instead of computing the expression ad

∗
ξ that occurs in (3.16) of Theorem

3.5, we prefer to project (5.2) directly from the extended slice Ñ onto the slice N . In order to
do this, we first write the differential equations for ζAD = 1

2(ζR − ζL), ζD = 1
2(ζR + ζL), and

ζT :

ζ̇AD = ζD × ∂h
∂ζAD

+ ζAD × ∂h
∂ζD

− ζT × 1
2
∂h
∂ζT

,

ζ̇D = ζD × ∂h
∂ζD

+ ζAD × ∂h
∂ζAD

+ ζT × 1
2
∂h
∂ζT

,

ζ̇T = ζT × 1
2

(
∂h
∂ζD

− ∂h
∂ζAD

)
.

(5.3)

To obtain the equations on the slice N = N0⊕N1
∼= so(3)∗AD⊕V ⊕V ∗, we set ζ = ν+LN1(w),

where ν ∈ N0 = (gµ/gp)
∗ = so(3)∗AD, LN1(w) ∈ g∗

p = so(3)∗D, and h(ζ, w) = h(ν, w). Setting
νAD = ζAD, νT = ζT so that ν = (νAD, νT ) ∈ N0 and using ζD = LN1(w) and that h = h(ν, w)
is independent of ζD give

ν̇AD = − ∂h
∂νAD

× LN1(w) +
1
2
∂h
∂νT

× νT ,

ν̇T = 1
2

∂h
∂νAD

× νT ,

ẇ = JN1
∂h
∂w ,

(5.4)

where all the partial derivatives of h are evaluated at (νAD, νT , w). These equations are
semiequivariant with respect to the action of Gp = O(3)D × Z

ρ
2 on N0 ⊕N1. It would be an

interesting exercise to compute their relative equilibria for the Hamiltonians h describing the
motion of the body in the fluid. However, we do not attempt to give a systematic analysis
of these equations here. Instead we will describe just some of the families of periodic orbits
which bifurcate from the spherical equilibrium in the next subsection.

5.3. Nonlinear normal modes. In this subsection, we describe some families of periodic
orbits near the spherical equilibrium.

The solutions of (5.4) leave invariant the subset defined by ν = 0, LN1 = 0. The Hamilto-
nian h(0, w) is O(3)D × Zρ

2 -invariant, the action factoring through that of SO(3)D. Families
of periodic orbits that typically bifurcate from spherically symmetric linearly stable equilibria
of such Hamiltonians are described and illustrated in [36, 37]. Section 5 of [37] treats the
irreducible symplectic representation of SO(3) on V ⊕ V ∗, where V is the space of symmetric
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traceless (3, 3)-matrices, though without taking time reversibility into account. As can be seen
from Table 4 of [37], there are three different symmetry types which have LN1 = 0 (and there
are two more families of “rotating wave” normal modes with LN1 �= 0 nearby which we will
not consider). Ignoring the Z

κ
2 symmetry group that acts trivially on N1 but incorporating

the time reversing symmetries, these three families have symmetry group triples (Ln, Gp,Γp)
isomorphic to

I. (O(2)× Z
ρ
2, O(2)× Z

ρ
2, O(2)),

II. (D4 × Z
ρ
2, D2 × Z

ρ
2, D2),

III. (Oρ, D
ρ
4, D2).

Here D2 is the subgroup of SO(3) consisting of rotations by π about each of three mutually
perpendicular axes. The subgroup D4 is generated by D2 together with rotations by π about
axes in the plane of, and bisecting, two of the D2 axes. The group D

ρ
4 is the subgroup of

SO(3)D × Z
ρ
2 obtained by composing the additional rotations by π in D4 \ D2 with ρ. The

group O is the subgroup of order 24 in SO(3) consisting of all rotations which preserve a
cube. It can be generated by D4 together with an element of order 3 corresponding to a
rotation about a diagonal of the cube. The subgroup O

ρ in SO(3)D × Z
ρ
2 is similar, but with

D4 replaced by D
ρ
4. Finally, O(2) is the subgroup of SO(3) consisting of all rotations about

one axis and rotations by π about each of the perpendicular axes. Note that the kernels of
the “sign” homomorphisms χ : Ln → Z2 in the three cases are, respectively, O(2), D4, and T,
the group of all rotations which preserve a regular tetrahedron.

In the first case, the spatio-temporal symmetry σ is trivial, and k = n = 1. In the second
case, σ can be taken to be one of the rotations by π in D4 that does not lie in D2. In this
case, k = n = 2. In the third case, σ can be chosen to be a rotation by 2π/3 about a diagonal
of the cube, and k = n = 3.

Since for these periodic solutions the reversing isotropy subgroups Gp and isotropy sub-
groups Γp do not coincide, all of them are reversible. By construction they all have zero-
momentum, i.e., JL = JR = 0, and all can be described as “pulsating cubes.” At all times
the body is ellipsoidal (which is why Γp always contains D2 × Z

κ
2), and its principal axes

have fixed directions in both body and space. However, the lengths of the principal axes vary
periodically in different ways. In the first case, the qualitative behavior is determined by the
fact that the ellipsoid is always axisymmetric. In the second case, the longest axis switches
periodically between two of the three, and the length of third axis varies with twice the period
and a much smaller amplitude than the other two. The spatio-temporal symmetry σ corre-
sponds to rotating by π about an axis bisecting the two principal axes with large amplitude
variations. In the third case, the role of the longest principal axis is taken by each of the three
in turn, with a 2π/3 phase shift between them. The spatio-temporal symmetry corresponds
to rotating the body by 2π/3 about an axis trisecting the three principal axes. We will refer
to them as the “axisymmetric,” “square,” and “cubic” oscillations, respectively.

We describe the (θ, ν, w) equations for each of these periodic oscillations in turn. In the
last two cases, the isotropy subgroup Gp is finite, and so N0 = g∗ = so(3)∗ ⊕ se(3)∗ with
its natural χ-coadjoint action of Ln. In both cases, the symplectic normal space is a two
dimensional semisymplectic representation of Ln. These representations can be read from
Table 6 of [37]. For the square case, it is given by the nontrivial representation of D4 on C

with kernel D2. The time reversal symmetry ρ acts by conjugation on C. In the cubic case, it
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is the representation of O
ρ that factors through the two dimensional irreducible representation

of O
ρ/D2

∼= D3. The (θ, ν, w) equations in both cases have the form (5.2) with ζ replaced by
ν, h an Ln-invariant function of (νR, νL, νT , w, θ) and the addition of the equation θ̇ = 1.

For the axisymmetric oscillations, gp = so(2)D, and so

N0 = (g/gp)
∗ = (so(3)D/so(2)D)

∗ ⊕ so(3)∗AD ⊕ (R3)∗.

Table 6 in [37] shows that the symplectic normal space N1 is the four dimensional irreducible
symplectic representation of O(2) on C

2 with kernel D2 and ρ acting by conjugation. It can
be identified with the subspace of sl(3) ⊗ C ⊂ saff(3) ⊗ C ∼= saff(3) ⊕ saff(3)∗ consisting of
symmetric traceless matrices of the form

A =


 a b 0

b −a 0
0 0 0


 , a, b ∈ C.

In these coordinates, the momentum map (“vibrational angular momentum”) LN1 : N1 →
so(2)D is LN1(A) =

i
2(AA−AA) (see Lemma 5.6 of [37]). The Hamiltonian h is a function of

νAD ∈ so(3)∗AD, νD ∈ (so(3)D/so(2)D)
∗, νT ∈ (R3)∗, A, A, and θ. The N0 part of the slice

equations is easily obtained from (5.3) by replacing

ζD �→ (νD,LN1(w)),
∂h

∂ζD
�→

( ∂h
∂νD

0

)

and by projecting the ζ̇D equation to νD. To these must be added the equations

θ̇ = 1, Ȧ = −2i
∂h

∂A
, where A � (a, b) ∈ C

2.

The second of these equations is the w equation written in appropriate complex coordinates.
For all three cases, the component M1 : N1 → N1 of the linearizations of the (ν, w)

equations at the periodic orbits will be equal to the “reduced Floquet operators” computed in
[37] in terms of coefficients in the Taylor series expansion of the Hamiltonian at the spherical
equilibrium. The results given there, combined with Corollary 4.5 and the fact that Ad

∗
σ is

always spectrally stable for compact and Euclidean groups, imply that the cubic oscillations
are always spectrally stable (since the representations of Γp and Gp on N1 are cyclospectral),
while typically either the axisymmetric oscillations or the square oscillations are spectrally
stable but not both.

5.4. Relative periodic orbits. In this final subsection, we use Theorem 4.9 to describe
some relative periodic orbits that will typically bifurcate from the square and cubic oscillations
of the previous subsection as JL and JR are perturbed away from 0. We assume that the
original normal modes are nondegenerate in the sense required in Theorem 4.9, an assumption
which is generically satisfied. In both of these cases, Γp = D2 × Z

κ
2 .

The coadjoint orbits Γν for the action of Γ = Z
κ
2�(SO(3)×SE(3)) on g∗ = so(3)∗⊕se(3)∗ =

so(3)∗R ⊕ so(3)∗L ⊕ (R3)∗ are given by Oν = OνR,νL,νT = OνR ×OνL,νT , where

OνR = {ν̂R ∈ so(3)∗ : ||ν̂R|| = ||νR||} ,
OνL,νT =

{ {(ν̂L, ν̂T ) ∈ se(3)∗ : ν̂T = 0, ||ν̂L|| = ||νL||} if νT = 0,
{(ν̂L, ν̂T ) ∈ se(3)∗ : ν̂L.ν̂T = νL.νT , ||ν̂T || = ||νT ||} if νT �= 0.
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Thus OνR is either a point or a two-sphere, while OνL,νT is a point or a two-sphere or is
diffeomorphic to the tangent bundle of a two-sphere.

The isotropy subgroups Γ̂p of the actions of Γp = D2 × Z
κ
2 on the coadjoint orbits Γν can

be computed easily. The action of Z
κ
2 on so(3)∗R is trivial, while that of D2 has one dimensional

fixed point subsets for each of its three Z2 subgroups. It follows that if τ is a nonidentity
element of D2 and νR �= 0, the two-sphere OνR has precisely 2 points with isotropy subgroup
Z
τ
2 × Z

κ
2 . The same is true for the two-sphere coadjoint orbits OνL,0 in se(3)∗L. So if νT = 0

and νR �= 0 �= νL, then Oν has precisely four points with isotropy subgroup Z
τ
2 × Z

κ
2 . On the

(R3)∗ component of se(3)∗ the operation κ acts by −id, while D2 acts in the same way as on
so(3)∗. The isotropy subgroups with one dimensional fixed point spaces for νT ∈ (R3)∗ are
therefore equal to Z

τ
2 × Z

τ̂◦κ
2 , where τ and τ̂ are any two distinct nonidentity elements in D2.

It follows that if νT �= 0 but νR = 0 and νL.νT = 0, then Oν has two points with isotropy
group equal to Z

τ
2 ×Z

τ̂◦κ
2 lying in the {(νR, νL) = 0}-plane. If νT �= 0, νR = 0, and νL.νT �= 0,

then Oν has two points with isotropy group equal to Z
τ
2 , while if νT �= 0 and νR �= 0, then Oν

has four points with isotropy group equal to Z
τ
2 .

Summarizing, the subgroups Γ̂p with zero dimensional fixed point sets Γν ∩FixΓ̂p
(g∗) are

given in the following table. In all these fixed point spaces, ν̂R, ν̂L, and ν̂T are parallel to each
other.

Orbit Γν Isotropy Γ̂p Fixed point set
1. νT = 0, (νR, νL) �= 0 Z

τ
2 × Z

κ
2 ν̂T = 0, ν̂R | | ν̂L | | τ

2. νT �= 0, νR = 0, νL.νT = 0 Z
τ
2 × Z

τ̂◦κ
2 ν̂T | | τ, ν̂R = ν̂L = 0

3. νT �= 0, νR �= 0 or νL.νT �= 0 Z
τ
2 ν̂T | | ν̂R | | ν̂L | | τ

In cases 1 and 3, the element τ is any of the nonidentity elements of D2 = SO(3)D ∩ Γp, and
in case 2, the elements τ and τ̂ are two different nonidentity elements in D2. The notation
ν | | τ means that ν is parallel to the axis fixed by τ .

By Theorem 4.9 the momentum µ̂ of the relative periodic orbits corresponding to a fixed
point ν̂ = (ν̂R, ν̂L, ν̂T ) is given simply by µ̂ = ν̂. The momentum isotropy subgroupsGµ̂ are the
isotropy subgroups at µ̂ for the action of G = Z

ρ
2×Z

κ
2 �(SO(3)×SE(3)) on g∗ = so(3)∗⊕se(3)∗

and are easily calculated to be the following:

Momentum µ̂ Momentum isotropy Gµ̂

(1a) µ̂T = 0, µ̂R �= 0, µ̂L = 0 Z
κ
2 � (O(2)ρR × SE(3))

(1b) µ̂T = 0, µ̂R = 0, µ̂L �= 0 Z
κ
2 � ((SO(3)R ×O(2)ρL) � R

3)
(1c) µ̂T = 0, µ̂R �= 0, µ̂L �= 0 Z

κ
2 � ((O(2)R ×O(2)L)

ρ
� R

3)
(2) µ̂T �= 0, µ̂R = 0, µ̂L = 0 Z

κ◦ρ
2 � (SO(3)R ×O(2)ρL × R)

(3a) µ̂T �= 0, µ̂R = 0, µ̂L �= 0 SO(3)R ×O(2)ρL × R

(3b) µ̂T �= 0, µ̂R �= 0 (O(2)R ×O(2)L)
ρ × R

In all cases, µ̂R, µ̂L, and µ̂T are parallel to each other. The group O(2)ρR is the subgroup
of SO(3)R × Z

ρ
2 consisting of all rotations about a fixed axis together with ρ composed with

rotations by π about axes perpendicular to this fixed axis. The group O(2)ρL is the analogous
subgroup of SE(3)× Z

ρ
2, and (O(2)R ×O(2)L)

ρ is the group consisting of all rotations about
a fixed axis in SO(3)R, all rotations about the same fixed axis in SO(3)L, together with ρ
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composed with simultaneous rotations by π about axes perpendicular to this fixed axis in
SO(3)R and SE(3)L.

For each of the points with one of the isotropy subgroups Γ̂p, we can now compute L̂ :=
Ln ∩Gµ̂. The results are shown in Table 5.1 for the square case and in Table 5.2 for the cubic
case. The tables also give the symmetry data of the bifurcating relative periodic orbits: the
new (reversing) isotropy Ĝp, the new relative period 0, the new spatio-temporal symmetry σ̂,

and the new drift ξ̂, computed as in Theorem 4.9. In each case, σ̂ is equal to σ�γp exp(ξ̂),
where σ is the spatio-temporal symmetry for the original oscillation, 0 ∈ N is minimal such
that σ�γp ∈ L̂ for some γp ∈ Γp, and ξ̂ = (ξ̂R, ξ̂L, ξ̂T ) ≈ 0 must lie in the fixed point subspace
of the χ-dual action of Ĝp on so(3)⊕ se(3). For the square relative periodic orbit of type (i),
we have 0 = 2, and so σ� = id = γp. For the square relative periodic orbit of type (ii), we
have 0 = 1, γp is the rotation by π about one of the principal axes undergoing large amplitude

oscillations, and σγp = τ
1
2 , i.e., a rotation by π/2 about the axis of τ . For the cubic relative

periodic orbits, 0 = 3 and σ� = id = γp. In all cases, the forms of the possible ξ̂’s are shown
in the final columns of the tables.

Table 5.1
Symmetries of relative periodic orbits bifurcating from the square oscillations. The group Dρ

2 is Z
τ
2 × Zτ̂◦ρ

2 ,
where τ and τ̂ are two different nonidentity elements in D2 = SO(3) ∩ Γp. The group D̂

ρ
4 is generated by the

rotation τ
1
2 by π/2 about the τ -axis and by τ̂ ◦ ρ.

Γ̂p Ĝp L̂ � σ̂ ξ̂

1. (i) Zτ
2 × Zκ

2 Dρ
2 × Zκ

2 Dρ
2 × Zκ

2 2 exp(ξ̂) ξ̂R | | ξ̂L | | τ, ξ̂T = 0

(ii) D̂ρ
4 × Zκ

2 1 τ
1
2 exp(ξ̂)

2. (i) Zτ
2 × Zτ̂◦κ

2 Dρ
2 × Zτ̂◦κ

2 Dρ
2 × Zτ̂◦κ

2 2 exp(ξ̂) ξ̂R = ξ̂L = 0, ξ̂T | | τ
(ii) D̂ρ

4 × Zτ̂◦κ
2 1 τ

1
2 exp(ξ̂)

3. (i) Zτ
2 Dρ

2 Dρ
2 2 exp(ξ̂) ξ̂R | | ξ̂L | | ξ̂T | | τ

(ii) D̂ρ
4 1 τ

1
2 exp(ξ̂)

Table 5.2
Symmetries of relative periodic orbits bifurcating from the cubic oscillations; τ and τ̂ are two different

nonidentity elements in D2 = SO(3)∩Γp. The group D̃
ρ
2 is Z

τ
2 × Zτ̃◦ρ

2 , where τ̃ is a rotation by π about an axis

perpendicular to the τ -axis and inclined at an angle of π/4 to the τ̂ -axis. The group Dρ,κ
4 is generated by D̃ρ

2

and τ̂ ◦ κ.

Γ̂p Ĝp L̂ � σ̂ ξ̂

1. Zτ
2 × Zκ

2 D̃ρ
2 × Zκ

2 D̃ρ
2 × Zκ

2 3 exp(ξ̂) ξ̂R | | ξ̂L | | τ, ξ̂T = 0

2. Zτ
2 × Zτ̂◦κ

2 Dρ,κ
4 Dρ,κ

4 3 exp(ξ̂) ξ̂R = ξ̂L = 0, ξ̂T | | τ
3. Zτ

2 D̃ρ
2 D̃ρ

2 3 exp(ξ̂) ξ̂R | | ξ̂L | | ξ̂T | | τ

In the case of square oscillations, for each of the different spatial isotropy subgroups Γ̂p, the
cases indicated by (i) and (ii) in Table 5.1 give two qualitatively distinct types of bifurcating
relative periodic orbits. In the cases labelled by (i), the “angular velocities” ξ̂L, ξ̂R and “linear
velocity” ξ̂T are all aligned with one of the axes of the pulsating cube with large amplitude
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oscillations, while in the cases labelled by (ii), they are aligned with the third axis with much
smaller amplitude oscillations. In case (i), the relative period doubles, while in case (ii), the
relative period remains approximately the same. For the relative periodic orbits of types 1(i)
and 1(ii), the linear velocity is zero, but there may be both body and spatial rotations, and so
the bifurcating relative periodic orbits are modulated rotating waves. For cases 2(i) and 2(ii),
only the linear velocity is nonzero, and the body translates in space without rotating. For
cases 3(i) and 3(ii), rotation and translation both occur. So in cases 2 and 3, the bifurcating
relative periodic orbits are modulated travelling waves. All bifurcating relative periodic orbits
are reversible.

The case of bifurcations from the cubic oscillations is completely analogous, except that
now there is no distinction between the three principal axes of the pulsating cube, and so
there is only one type of bifurcating relative periodic orbit. These may again have body and
spatial rotations only, translation only, or all three, and the relative period always triples.

In future work, we will extend the bifurcation results used here and apply them to show
that a number of other types of relative periodic orbits bifurcate from the square and cubic
oscillations and to find relative periodic orbits bifurcating from the axisymmetric oscillations.

6. Proofs. This section is devoted to the proofs of the main theorems. The proofs build
on the construction of coordinates near relative periodic orbits of general systems that we
describe in section 6.1. In the subsequent subsections, we show how to adapt this bundle
construction to Hamiltonian systems. First, in subsection 6.2, the symplectic structure of
the tangent space decomposition at a point p on a relative periodic orbit is described. Then,
in subsection 6.3, we analyze the linearization at a point p of the relative periodic orbit as
this is needed for the construction of the bundle coordinates. In subsections 6.4 and 6.5, we
present the adaptations of the bundle construction of subsection 6.1 to Hamiltonian systems.
In subsections 6.6 and 6.7, we describe the symplectic structure of the bundle. Finally, in
subsection 6.8, we derive the differential equations in bundle coordinates.

6.1. The bundle construction for general systems. In this section, we describe the con-
struction of coordinates near relative periodic orbits of general systems. Most of this section
summarizes results of [52, 55, 22].

As always, let Γ be algebraic, let p = σ−1Φ1(p) lie on a relative periodic orbit of relative
period 1, and let M = σ−1DΦ1(p). Furthermore, let P be a Gp-equivariant projection from
TpM to the Gp-invariant Poincaré section (or normal space) N to P at p with kernel TpP = T .
According to [52, 55, 22], there is a smooth family N(θ) of Γp-invariant Poincaré sections to P
at Φθ(p) such that N(0) = N , N(θ)⊕ TΦθ(p)P = TΦθ(p)M, where TΦθ(p)P = span(f(Φθ(p))⊕
gΦθ(p), and

N(θ + 1) = σN(θ), ρN(θ) = N(−θ) for ρ ∈ Gp \ Γp.

Let P (θ) be the projection from TΦθ(p)M onto N(θ) with kernel kerP (θ) = TΦθ(p)P. Then
P (θ) is smooth in θ, P (θ + 1)σ = σP (θ), P (0) = P , and P (θ) is Gp-semiequivariant:

P (θ) = g−1
p P (χ(gp)θ)gp, gp ∈ Gp.

Further, by [22, Lemma 5.1] (see Lemma 6.5 below), there is a Γp-equivariant homotopy
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IN (θ) ∈ GL(N) depending smoothly on θ and such that

IN (0) = id, MNIN (θ + 1) = IN (θ)Q
−1
N , ρIN (θ)ρ

−1 = IN (−θ), ρ ∈ Gp \ Γp,(6.1)

where MN := PM |N and Q−1
N is twisted semiequivariant and has finite order 2n.

The parametrization of a G-invariant neighborhood U of P in M is then given by a
submersion τ : G×N × R → U defined by

u = τ(g, θ, v) = g exp(−θξ)ψ(Φθ(p), P (θ)DΦθ(p)IN (θ)v),(6.2)

where ψ is a G-equivariant diffeomorphism from a neighborhood of P in its normal bundle to
U .

In this paper, we will construct the Poincaré sections N(θ) in a slightly different way from
the method used in [52, 55, 22]. We will show in section 6.5, Lemma 6.6, that there is a
homotopy I(θ) ∈ GL(TpM) which is Gp-semiequivariant:

I(θ) = g−1
p I(χ(gp)θ)gp, gp ∈ Gp,(6.3)

and such that

M I(θ + 1) = I(θ)Q−1, I(0) = id,(6.4)

where Q = diag(QT , QN ), QT is an orthogonal transformation of T of finite order 2n, Q−1 is
twisted semiequivariant, and I(θ) has block structure

I(θ) =

(
IT (θ) ID(θ)
0 IN (θ)

)

with IN (θ) satisfying (6.1). We then define

N(θ) := DΦθ(p)I(θ)N.

This gives Γp-invariant Poincaré sections N(θ) with the above properties, and we get

DΦθ(p)I(θ)|N = P (θ)DΦθ(p)IN (θ).(6.5)

6.2. Symplectic structure of the tangent space decomposition. Again, let p = σ−1Φ1(p)
lie on a relative periodic orbit P, and let T = T0⊕T1⊕T2 be the refinement of the Gp-invariant
tangent space to P at p given in (4.3). In this subsection, we show that there is a Gp-invariant
Poincaré section N ⊂ TpM to P at p such that the refinement N = N0 ⊕N1 ⊕N2 defined in
(3.6) holds true, and we discuss the symplectic structure of this decomposition of the tangent
space TpM = T ⊕N . Define the ω-orthogonal complement of any subspace V ⊂ TpM to be

V ω = {u ∈ TpM : ω(u, v) = 0 for all v ∈ V } .

Lemma 6.1. Let p lie on a relative periodic orbit with relative period different from zero.
Then the following hold.
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(a) The vector fH(p) ∈ T2 is Gp-semiinvariant and linearly independent of TpGp and lies
in kerDH(p) ∩ kerDJ(p).

(b) DH(p) is linearly independent of the vectors DJξ(p), ξ ∈ g, and there is a Gp-invariant
vector vE ∈ kerDJ(p) with DH(p)vE �= 0 such that TpM = span(vE)⊕ kerDH(p).

(c) kerDJ(p) = (gp)ω, kerDH(p) = Tω2 , T ⊂ kerDH(p), and T ∩ kerDJ(p) = T0 ⊕ T2.
Proof. To prove part (a) note that Gp-semi-invariance of fH(p) follows from Gp-semiequi-

variance of fH . Since P is a relative periodic orbit and not a relative equilibrium, TpGp and
fH(p) are linearly independent. The Hamiltonian H and the momentum J are preserved by
the Hamiltonian flow of (3.1), and so fH(p) ∈ kerDH(p) ∩ kerDJ(p).

To prove part (b) observe that if DH(p) = DJξ(p) for some ξ ∈ g, then p lies on a
relative equilibrium, which we exclude. Hence there is some vE �= 0 with vE ∈ kerDJ(p),
but DH(p)vE �= 0. Since kerDH(p) has codimension 1 in TpM, we conclude that kerDH(p)
and vE span TpM. We have gpvE = ±vE for each gp ∈ Gp because N2 is one dimensional
and Gp-invariant. Since H is Gp-invariant, DH(p)gp = DH(p) for all gp ∈ Gp, and, therefore,
0 �= DH(p)gpvE = DH(p)vE , which proves that vE is Gp-invariant.

The first two equations in part (c) follow from

ω(fH(p), v) = DH(p)v, ω(ξp, v) = DJξ(p)v, v ∈ TpM, ξ ∈ g.(6.6)

By G-invariance of H and part (a) we have T ⊆ kerDH(p), which proves the third equation
of (c). Because of (a) we have T2 ⊆ kerDJ(p), and by G-equivariance of J we get DJ(p)ξp =
ξJ(p), which vanishes if and only if ξ ∈ gµ. This proves that T0 ⊆ kerDJ(p) and T1 ∩
kerDJ(p) = {0}.

The following proposition generalizes the usual Witt decomposition at group orbits to
relative periodic orbits.

Proposition 6.1. Let p ∈ M lie on a relative periodic orbit P with relative period different
from zero. Then there is a Gp-invariant Poincaré section N to P at p such that the following
are true.

(a) Equation (3.6) holds, and the spaces Ti, Ni, i = 0, 1, 2, are all Gp-invariant.
(b) The symplectic form ω on TpM restricts to symplectic forms ωT0⊕N0 on T0 ⊕N0, ωT1

on T1, ωN1 on N1, and ωT2⊕N2 on N2 ⊕ T2. The actions of Gp on these spaces are
χ-semisymplectic with respect to the restricted forms. Moreover,

ω|TpM = ωT0⊕N0 + ωT2 + ωN1 + ωT2⊕N2 .

(c) kerDJ(p) = T0 ⊕ T2 ⊕N1 ⊕N2; kerDH(p) = T ⊕N0 ⊕N1.
(d) Identify gµ/gp ∼= T0 via the map g → TpM given by ξ �→ ξp. The symplectic form

ω, or, equivalently, the map v �→ DJ(p)(·)v (see (6.6)), defines a Gp-equivariant
isomorphism between the induced Gp-action on N0 and the χ-coadjoint action on
T ∗

0
∼= (gµ/gp)

∗. Similarly, ξ �→ DJξ(p) defines a Gp-equivariant isomorphism between
T0 and N∗

0 such that N∗
0 = DJ(p)(gµ/gp) is the annihilator of T ⊕N1⊕N2. Under the

first isomorphism, the symplectic form ωT0⊕N0 becomes the natural symplectic form on
(gµ/gp)⊕ (gµ/gp)

∗:

ωT0⊕N0 ((ξ1, ν1), (ξ2, ν2)) = ν2(ξ1) − ν1(ξ2).
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(e) DJ(p) maps T1 isomorphically to Tµ(Gµ) ∼= g/gµ and ωT1 to the Kostant–Kirillov–
Souriau (KKS) form ωµ (in body coordinates):

ωT1(ξ1.p, ξ2.p) = ωµ(ξ1, ξ2) := µ ([ξ1, ξ2]) ,(6.7)

where ξi ∈ g, i = 1, 2, and [·, ·] is the Lie bracket on g.
(f) The symplectic form ω defines Gp-equivariant isomorphisms between T ∗

2 and N2 and
between T2 and N∗

2 such that N∗
2 = ann(T⊕N0⊕N1) is spanned by DH(p). Under these

isomorphisms, the symplectic form ωT2⊕N2 becomes the standard symplectic structure
ωT2⊕N2((E1, θ1), (E2, θ2)) = E2θ1 − E1θ2.

Proof. The Witt decomposition near group orbits (see, for example, [4, 36]) gives TpM =
T̂ ⊕N̂ , where T̂ = TpGp = T0⊕T1 and N̂ = N̂0⊕N̂1. Here the symplectic normal space N̂1 to
Gp at p is a Gp-invariant complement to T0 in kerDJ(p), and the space N̂0 is a Gp-invariant
complement to T1 + kerDJ(p), which is chosen so that N̂1 ⊕ T1 ⊂ N̂ω

0 . Now we show how to
adapt this Witt decomposition to relative periodic orbits.

(a) We choose N̂1 to contain T2 and vE , which is possible by Lemma 6.1 (a), (b). Since
T2 ⊂ N̂1 ⊂ N̂ω

0 , we conclude from (6.6) that N̂0 ⊂ kerDH(p) and therefore define
N0 := N̂0. The symplectic form ωN̂1

restricts to a symplectic form on T2⊕N2 because

ω(fH(p), vE) = DH(p)vE �= 0. Hence N1 := (T2⊕N2)
ω ∩ N̂1 is also a symplectic space

which is transverse to T2 ⊕N2 and, because of (6.6), satisfies N1 ⊂ kerDH(p). With
this construction, N̂ = N1 ⊕ T2 ⊕N2, and (3.6) follows.
By definition T0 and T1 are Gp-invariant. By Lemma 6.1 (a), (b) the spaces T2 and
N2 are Gp-invariant, and the above construction implies that N0 and N1 are also
Gp-invariant.

(b) This follows from the usual Witt decomposition and the proof of (a).
(c) Because of Lemma 6.1 (c) and sinceN0⊕N1 = kerDH(p)∩N , the relation kerDH(p) =

T ⊕ N0 ⊕ N1 holds. By definition N ∩ kerDJ(p) = N1 ⊕ N2, which proves that
kerDJ(p) = T0 ⊕ T2 ⊕N1 ⊕N2.

(d) From (c) we conclude that T0 ⊕ T2 ⊕N1 ⊕N2 is annihilated by N∗
0 = DJ(p)(gµ/gp).

Now let η ∈ nµ, ξ ∈ gµ. Then

DJξ(p)ηp = (ηJ)(ξ)(p) = J([η, ξ])(p) = −(ξJ)(η)(p) = 0,

which proves that DJ(p)(gµ/gp) annihilates T1. The other statements follow from the
usual Witt decomposition near group orbits.

(e) This follows from the usual Witt decomposition.
(f) That N∗

2 is spanned by DH(p) follows from (6.6), and that it annihilates T ⊕N0 ⊕N1

follows from (c).

6.3. Linearization along the relative periodic orbit. The following three lemmas together
with Proposition 4.1 prove Proposition 4.3 on the linearization near relative periodic orbits.

Lemma 6.2. Let p ∈ M, and let mµ, nµ be Gp-invariant complements to gp in gµ and to
gµ in g, respectively.

(a) Let γ ∈ NΓµ(Γp). Then with respect to the decomposition g = mµ⊕nµ⊕gp the matrix
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Adγ has the following block structure:

Adγ =


 Adγ πmµAdγ |nµ 0

0 πnµAdγ |nµ 0
πgpAdγ |mµ πgpAdγ |nµ Adγ |gp


 .

Here πmµ, πnµ, and πgp are the projections from g to mµ, nµ, and gp with kernels
nµ ⊕ gp, mµ ⊕ gp, and mµ ⊕ nµ.

(b) If σ ∈ NΓµ(Γp) has the form σ = α exp(ξ), where ξ ∈ mµ ∩ z(σ) ∩ z(Γp), and Adα
leaves mµ invariant, then Adσ = Adα exp(adξ).

Proof. (a) is clear. To prove (b) note that since σ, α ∈ NΓµ(Γp) and exp(ξθ) ∈ NΓµ(Γp)
for all θ ∈ R and ξ ∈ LZΓµ(Γp), the representations of their adjoint actions on g have the
block structure given in part (a). The statement then follows from the fact that mµ is Adα-
invariant.

Lemma 6.3. Let p lie on a relative periodic orbit with minimal period 1, and let M =
σ−1DΦ1(p). Then the following hold.

(a) N∗
2 = span{DH(p)} is a left eigenspace of M with eigenvalue 1.

(b) We have DJξ(p)M = DJAdσξ(p) for each ξ ∈ g and therefore M∗|N∗
0
= Adσ, where

N∗
0 = DJ(p)(mµ).

(c) The spaces T0 ⊕ T2 ⊕N1 and T0 ⊕ T2 ⊕N1 ⊕N2 are M -invariant.

Proof. That DH(p) is a left eigenvector of M with eigenvalue 1 follows from the G-
invariance and conservation of H. The first statement of part (b) is a direct computation
which we omit. For part (c) note that T and Tp(Gp) are M -invariant by Proposition 4.1.
Therefore, and by the symplecticity of M ,

Tω = (Tp(Gp)⊕ T2)
ω = ker(DJ(p)) ∩ Tω2 = T0 ⊕ T2 ⊕N1

and

(Tp(Gp))
ω = ker(DJ(p)) = T0 ⊕ T2 ⊕N1 ⊕N2

are also M -invariant. Here again we used Lemma 6.1 (c).

Lemma 6.4. Let M : TpM → TpM be a linear map with block structure

M =




A0 A01 0 D0 D1 D2

0 A1 0 D3 0 0
0 0 1 Θ0 Θ1 Θ2

0 0 0 M0 0 0
0 0 0 M10 M1 M12

0 0 0 0 0 1




(6.8)

with respect to the tangent space decomposition TpM = T0 ⊕T1 ⊕T2 ⊕N0 ⊕N1 ⊕N2. Let JN1

and JT1 denote the N1 and T1 blocks of the skew-symmetric matrix J ∈ GL(TpM) generating
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the symplectic form ωp; see Proposition 6.1. Then M is symplectic if and only if

AT
1 JT1A1 = JT1 ,(6.9)

AT
01M0 +AT

1 JT1D3 = 0,(6.10)

DT
0 M0 −MT

0 D0 +DT
3 JT1D3 +MT

10JN1M10 = 0,(6.11)

DT
1 M0 +MT

1 JN1M10 = 0,(6.12)

MT
1 JN1M1 = JN1 ,(6.13)

M0 = A−T
0 ,(6.14)

Θ1 −MT
12JN1M1 = 0,(6.15)

Θ0 −DT
2 M0 −MT

12JN1M10 = 0.(6.16)

The proof of this lemma is by direct computation.

6.4. Symplectic twisted semiequivariant linear maps. We will need the following lemma
for the construction of symplectic homotopies near Hamiltonian relative periodic orbits in
section 6.5. Note that it is shown in [16] that every semi-invariant symplectic form on a
vector space has a semiequivariant complex structure J satisfying J2 = −id.

Lemma 6.5. Let G be a compact Lie group acting orthogonally and semisymplectically on
a finite dimensional symplectic vector space V with complex structure J satisfying J2 = −id.
Let M : V → V be a twisted semiequivariant linear map with twist diffeomorphim φ : G → G
of order k. Then the following hold.

(a) There is a twisted semiequivariant orthogonal symplectic linear map A : V → V such
that A2k = id and A−1M = exp(−η), where η is infinitesimally G-semiequivariant
(χ(g)gη = ηg for all g ∈ G) and infinitesimally symplectic (ηTJ + Jη = 0) and
commutes with A and M .

(b) We have A−1 = exp(J−)Q, where J− is infinitesimally G-semiequivariant and sym-
plectic, commutes with A, and is such that Qk = id. Moreover, there is a Γ-equivariant
homotopy I(θ) which is smooth in θ and satisfies

MI(θ + 1) = I(θ)Q−1, ρI(θ)ρ−1 = I(−θ) for all θ ∈ R, ρ ∈ G \ Γ.
Proof. Part (a) is essentially Lemma 5.2 of [22]. It is easily checked that the matrices

exp(θη) defined there are symplectic if V is symplectic.
To prove (b) note that since A is symplectic and A2k = id, we have V = V+ ⊕ V−, where

V± are symplectic G-invariant subspaces of V such that Ak|V+ = id and Ak|V− = −id. Let
J− : V → V be the matrix defined by J−|V+ = 0, J−|V− = π

kJ |V− . Then J− is infinitesimally
G-semiequivariant and symplectic and exp(kJ−) = Ak. Moreover, AV+ = V+, AV− = V−,
and, since A is symplectic and orthogonal, AJ = JA so that [A, J−] = 0. Defining Q =
A−1 exp(−J−), we get Qk = id, which proves the first statement of part (b).

For θ ∈ [0, 1), define I(θ) := exp(c(θ)η) exp(c(θ)J−), where c : [0, 1) → R
+
0 is a C∞

monotonically increasing function with

c(θ) ≡ 0 for 0 ≤ θ < ε, ε < 1/2 fixed, c(1− θ) = 1− c(θ).(6.17)

Then I(1) = exp(η) exp(J−) = M−1AA−1Q−1 = M−1Q−1 so that we can smoothly extend
the homotopy I(θ) to θ ∈ [n, n+ 1), n ∈ Z \ {0}, by setting I(θ + n) = M−nI(θ)Q−n.
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It remains to prove that ρI(−θ)ρ−1 = I(θ) for ρ ∈ G\Γ. Let θ ∈ [0, 1). Then by definition

I(−θ) = MI(1− θ)Q = M exp((1− c(θ))η) exp((1− c(θ))J−)Q

so that

ρI(−θ)ρ−1 = M−1 exp((c(θ)− 1)η) exp((c(θ)− 1)J−)Q−1

= M−1 exp(−η)I(θ) exp(−J−)Q−1 = A−1I(θ)A = I(θ),

where we used that [A, η] = [J−, A] = 0. Now let θ = n+ θ̂ ∈ [n, n+1), n ∈ Z \ {0}. Then by
definition I(θ) = M−nI(θ̂)Q−n and I(−θ) = MnI(−θ̂)Qn so that

ρI(−θ)ρ−1 = M−nρI(−θ̂)ρ−1Q−n = M−nI(θ̂)Q−n = I(θ).

Remark 6.2. Let G be trivial. Since Sp(V ) is connected, we can always symplectically
homotope any symplectic linear map M to the identity, and so Q = id for all M ∈ Sp(V ).
However, in general, the homotopies cannot be chosen to be exponentials. For example,

M =

( −1 1
0 −1

)
∈ Sp(2)

is not of the form M = exp(η) over the reals. However, if A = −id, there exists an exponential
homotopy of A−1M to identity.

6.5. Symplectic homotopies. Let p = σ−1Φ1(p) lie on a relative periodic orbit P with
momentum µ = J(p). This subsection deals with the proof of the following lemma, which is
needed for the adaptation of the bundle structure near relative periodic orbits to the Hamil-
tonian context. It will be used in the proof of Theorem 6.3.

Lemma 6.6. Assume that σ = α exp(ξ), where ξ ∈ z(σ) ∩ zχ(Gp) ∩ gµ, and α ∈ Γµ has
order n, and choose the Gp-semi-invariant complex structure JN1 on N1 such that J2

N1
= −id.

Then the homotopy I(θ) ∈ GL(TpM) in (6.2), (6.4), and (6.5), which is Gp-semiequivariant
in the sense of (6.3), can be chosen to be symplectic and such that the matrix Q in (6.4) has
the block structure

Q =




Adα|mµ⊕nµ

1
Q0

Q1

1


 ∈ O(TpM) ∩ Sp(TpM),(6.18)

where Q0 = (Ad∗α|N0)
−1,

Q1 ∈ Sp(N1) = {A ∈ GL(N1) | JN1 = ATJN1A},
and Q−1

1 ∈ O(N1) is twisted semiequivariant of order k. Consequently, Q−1 is twisted
semiequivariant of order n.

Since M = σ−1DΦ1(p) is twisted semiequivariant, by Lemma 6.5 there is a symplectic
homotopy I(θ) such that (6.4) and (6.3) hold provided the complex structure J onM is chosen
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such that J2 = −id. However, it is not clear that for the choice of homotopy of Lemma 6.5
the matrix Q has the form Q = diag(QT , QN ) with QN = diag(Q0, Q1, 1), Q0 = (Ad∗α|N0)

−1.
The above lemma states that there always exists a Gp-semiequivariant symplectic homotopy
I(θ) such that this can be achieved.

Since by Proposition 4.3 the subblock M1 of M = σ−1DΦ1(p) is twisted semiequivariant,
by Lemma 6.5 there is a Gp-semiequivariant homotopy such that

M1I1(θ + 1)Q1 = I1(θ).(6.19)

Here Q1 ∈ Sp(N1)∩O(N1) has order k, where k is the order of the twist diffeomorphism, and
Q−1

1 is twisted semiequivariant. Using Lemma 6.5, we conclude that, if Q := diag(Adα|mµ⊕nµ ,
1, (Ad∗α|N0)

−1, Q1, 1), then Q−1 is a symplectic twisted semiequivariant map of order n.
For the construction of the homotopies in Lemma 6.6, we will first restrict ourselves to

the nonreversible case, i.e., Γp = Gp, and we will then extend the result to reversible relative
periodic orbits.

6.5.1. Equivariant symplectic homotopies. In this subsection, we construct Γp-equivariant
symplectic homotopies I(θ) which satisfy the conditions of Lemma 6.6 . In order to do this, we
will rely heavily on Lemma 6.4. Proposition 4.3 shows that M = σ−1DΦ1(p) has the required
structure for Lemma 6.4 to apply. Moreover, since time is reparametrized such that θ̇ ≡ 1,
we have Θi = 0, i = 0, 1, 2 in (6.8), which by Lemma 6.4 implies that D2 = M12 = 0.

We look for a homotopy I(θ) satisfying

M I(θ + 1) = I(θ)Q−1, with Q as in (6.18).

Let I(1) = M−1Q−1. Then I(1) is Γp-equivariant, symplectic, and given by

I−1(1) =




Adexp(−ξ) πmµAdexp(−ξ)|nµ 0 AdαD0 AdαD1 0

0 πnµAdexp(−ξ)|nµ 0 AdαD3 0 0

0 0 1 0 0 0

0 0 0 Ad
∗
exp(ξ) 0 0

0 0 0 Q1M10 Q1M1 0
0 0 0 0 0 1



.

Here we used Lemma 6.2. This matrix is Γp-equivariantly and symplectically homotopic to
the identity. To see this we first define

Î(θ) =




Adexp(θξ) πmµAdexp(θξ)|nµ 0 D0(θ) 0 0

0 πnµAdexp(θξ)|nµ 0 D3(θ) 0 0

0 0 1 0 0 0

0 0 0 Ad
∗
exp(−θξ) 0 0

0 0 0 0 Î1(θ) 0
0 0 0 0 0 1



,

where Î1(θ) = exp(θη) exp(θJ−) and η, J− are as in Lemma 6.5. The blocks D0(θ) and D3(θ)
are determined by the two symplecticity conditions (6.10) and (6.11) of Lemma 6.4,

(πmµAdexp(θξ)|nµ)
TAd

∗
exp(−θξ) + (πnµAdexp(θξ)|nµ)

TJT1D3(θ) = 0(6.20)
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and

D0(θ)
TAd

∗
exp(−θξ) −Adexp(−θξ)D0(θ) +D3(θ)

TJT1D3(θ) = 0,(6.21)

and by defining the symmetric part of D0(θ)
TAd

∗
exp(−θξ) to be zero:

D0(θ)
TAd

∗
exp(−θξ) +Adexp(−θξ)D0(θ) = 0.(6.22)

Equations (6.21) and (6.22) are equivalent to

2D0(θ)
TAd

∗
exp(−θξ) +D3(θ)

TJT1D3(θ) = 0.(6.23)

Equations (6.20) and (6.23) determine D0(θ) and D3(θ) uniquely.

By Lemma 6.4 the homotopy Î(θ) is symplectic since (6.10)–(6.16) are satisfied, and a
calculation using ξ ∈ gµ and 〈ξ1, JT1ξ2〉 = µ([ξ1, ξ2]) for ξ1, ξ2 ∈ nµ shows that (6.9) is
satisfied.

The Γp-equivariance of Adexp(θξ) implies that if D0(θ) and D3(θ) are solutions of (6.20)
and (6.23), then so also are γpD0(θ)γ

−1
p and γpD3(θ)γ

−1
p for γp ∈ Γp. Since the solutions are

unique, this means that D0(θ) and D3(θ) are Γp-equivariant, and hence so is the homotopy
Î(θ). Moreover, B = Î−1(1)I(1) is unipotent and so symplectically and Γp-equivariantly
homotopic to the identity by the homotopy exp(θ log(B)).

Now we define I(θ) = Î(c(θ)) exp(c(θ) log(B)) for 0 ≤ θ < 1, where c : [0, 1) → R
+
0 is

the same C∞ monotonically increasing function satisfying (6.17) as in the proof of Lemma
6.5. Since by construction I(1) = M−1Q−1, we get a smooth homotopy by defining I(θ) for
θ = n+ θ̂ ∈ [n, n+ 1), n ∈ Z \ {0}, as I(θ) = M−nI(θ̂)Q−n. Thus we obtain a Γp-equivariant
smooth symplectic homotopy I(θ) such that (6.4) is satisfied for all θ.

Note that by construction the A0, A1, A01, and M0 blocks of I(θ) and Î(c(θ)) coincide if
we define

c(θ + n) = c(θ) + n for θ ∈ [n, n+ 1), n ∈ Z.(6.24)

Moreover, theM1-block of I(θ) is given by the homotopy I1(θ) of (6.19), obtained from Lemma
6.5, since we chose the same reparametrization c(θ) in the construction of both homotopies.

The D3-blocks of I(θ) and Î(c(θ)) coincide because they are uniquely defined by the
corresponding A1 and M0-blocks; see (6.10). The other blocks of Î(θ) and I(θ) are in general
not related.

6.5.2. Reversible equivariant symplectic homotopies. In this subsection, we will extend
the construction of symplectic homotopies of subsection 6.5.1 to the reversible case. So let
Gp �= Γp, let I(θ) be the Γp-equivariant symplectic homotopy satisfying (6.4) defined in
subsection 6.5.1 above, and let µGp , µΓp be the Haar measures of Gp and Γp. Since Gp/Γp = Z2

for any function f from Gp to a vector space, we have∫
Gp

f(gp)dµGp =
1

2

∫
Γp

f(γp)dµΓp +
1

2

∫
Γp

f(ργp)dµΓp for all ρ ∈ Gp \ Γp.
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As a consequence,

Iav(θ) :=

∫
Gp

gpI(χ(gp)θ)g
−1
p dµGp =

1

2

(
I(θ) + ρI(−θ)ρ−1

)
for ρ ∈ Gp \ Γp.

This clearly defines a homotopy to the identity map, which is Gp-semiequivariant in the sense
of (6.3).

We will now show that Iav(θ) satisfies (6.4). Let ρ ∈ Gp \ Γp. Then

M(ρI(−(θ + 1))ρ−1) = φ(ρ)M−1I(−(θ + 1))ρ−1,

where φ : Gp → Gp is the twist diffeomorphism, and we used the fact that M is twisted
semiequivariant: Mgp = φ(gp)M

χ(gp) for gp ∈ Gp. Since I(θ) satisfies (6.4), we get

φ(ρ)M−1I(−(θ + 1))ρ−1 = φ(ρ)I(−θ)Qρ−1,

and because Q−1 is twisted semiequivariant we altogether have

M(ρI(−(θ + 1))ρ−1) = φ(ρ)I(−θ)(φ(ρ))−1Q−1 for ρ ∈ Gp \ Γp.

Since ∫
Gp

φ(gp)I(χ(gp)θ)(φ(gp))
−1dµGp =

1

2

(
I(θ) + ρI(−θ)ρ−1

)
= Iav(θ),

the homotopy Iav(θ) satisfies (6.4).
Note that the A0, A1, A01, and M0 blocks of Iav(θ) equal the corresponding blocks of

I(θ) because these subblocks are given by Adexp(c(θ)ξ) (the A-blocks) and Ad
∗
exp(−c(θ)ξ) (the

M0-block) and are therefore Gp-semiequivariant since by (6.24) and (6.17) the function c(θ)
satisfies c(−θ) = −c(θ). Moreover, by construction we have Iav

1 (θ) = I1(θ).
The homotopy Iav(θ) has the same block structure as M since all gp ∈ Sp(TpM) have the

same block structure as M . As a consequence, Iav(θ) is invertible.
The problem is that Iav(θ) need not be symplectic in general. We modify it to obtain a

Gp-semiequivariant (in the sense of (6.3)) symplectic homotopy Irev(θ) with the same block
structure as M . We prescribe the subblocks

Irev
0 (θ) = Ad

∗
exp(−c(θ)ξ), Irev

1 (θ) = I1(θ), Irev(θ)|T0⊕T1 = Adexp(c(θ)ξ).

Here Irev
i (θ) are the Mi-subblocks of Irev(θ), i = 0, 1. We define the M10-block Irev

10 (θ) of
Irev(θ) to be

Irev
10 (θ) = Iav

10 (θ),

and we define the symmetric part of Adexp(−c(θ)ξ)Irev
D0

(θ) to be

(Irev
D0

(θ))TAd
∗
exp(−c(θ)ξ) +Adexp(−c(θ)ξ)Irev

D0
(θ)

= (Iav
D0

(θ))TAd
∗
exp(−c(θ)ξ) +Adexp(−c(θ)ξ)Iav

D0
(θ).

(6.25)
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The other blocks of Irev(θ) are defined uniquely using the symplecticity conditions of Lemma
6.4. This gives a homotopy Irev(θ) which is symplectic and smooth in θ. Moreover, Irev(θ) is
Gp-semiequivariant in the sense of (6.3) with respect to the corresponding Gp-actions. This
can be seen as follows. The subblocks Irev(θ)|T0⊕T1 and the M0, M1, and M10 subblocks
of Irev(θ) are Gp-semiequivariant because they equal the corresponding subblocks of the Gp-
semiequivariant homotopy Iav(θ). The D3-subblock of Irev(θ) is given by (6.10). Since we
know that all terms of this equation except the D3-term are Gp-semiequivariant and the D3

subblock of Irev(θ) is uniquely determined by this equation, the D3 subblock of Irev(θ) is also
Gp-semiequivariant. Similarly, we see that the D1 subblock of Irev(θ), which is determined
by (6.12), is Gp-semiequivariant. Finally, by (6.11) the antisymmetric part of the matrix
Adexp(−c(θ)ξ)Irev

D0
(θ) is Gp-semiequivariant, and by (6.25) the same holds for the symmetric

part of Adexp(−c(θ)ξ)Irev
D0

(θ). Hence Irev
D0

(θ) is also Gp-semiequivariant.
Finally, we will show that Irev(θ) satisfies (6.4). Due to the block structure of M , Q, and

Irev(θ), and since the M1, M0, and M10-subblocks of Irev(θ) are given by the corresponding
subblocks of Iav(θ) and Irev(θ)|T0⊕T1 = Iav(θ)|T0⊕T1 , we see that for these subblocks (6.4)
is satisfied. Moreover, since both sides of (6.4) are symplectic and therefore all subblocks of
both sides of (6.4) except for the symmetric part of the MT

0 D0 matrices are determined by
the corresponding A and M1, M0 and M10-subblocks by Lemma 6.4, we need only to check
that the symmetric parts of the MT

0 D0 matrices of both sides of (6.4) coincide.
The M0 part of the right-hand side of (6.4) is given by Irev

0 (θ)Q−1
0 = Ad

∗
exp(−c(θ)ξ)Q

−1
0 ,

and the D0 part of the right-hand side of (6.4) is Irev
D0

(θ)Q−1
0 . So twice the symmetric part of

the MT
0 D0 matrices of the right-hand side of (6.4) is

(Ad
∗
exp(−c(θ)ξ)Q

−1
0 )T (Irev

D0
(θ)Q−1

0 ) + (Irev
D0

(θ)Q−1
0 )T (Ad

∗
exp(−c(θ)ξ)Q

−1
0 )

= Q0

(
Adexp(−c(θ)ξ)Irev

D0
(θ) + (Adexp(−c(θ)ξ)Irev

D0
(θ))T

)
Q−1

0

= Q0

(
Adexp(−c(θ)ξ)Iav

D0
(θ) + (Adexp(−c(θ)ξ)Iav

D0
(θ))T

)
Q−1

0 .

Here we used definition (6.25) of the symmetric parts of the MT
0 D0 matrices of Irev

D0
(θ).

The M0 part of the left-hand side of (6.4) is (MIrev(θ+1))0 = M0I
rev
0 (θ+1), and the D0

part of the left-hand side of (6.4) is

(MIrev(θ + 1))D0 = Ad
−1
σ Irev

D0
(θ + 1) +R(θ + 1),

where

R(θ) = πmµAd
−1
σ |nµI

rev
D3

(θ) +D0I
rev
0 (θ) +D1I

rev
10 (θ).

So twice the symmetric part of the MT
0 D0 matrices of the left-hand side of (6.4) is

(M0I
rev
0 (θ + 1))T (Ad

−1
σ Irev

D0
(θ + 1) +R(θ + 1))

+ (Ad
−1
σ Irev

D0
(θ + 1) +R(θ + 1))T (M0I

rev
0 (θ + 1))

=
(
Adexp(−c(θ+1)ξ)I

rev
D0

(θ + 1) + (Adexp(−c(θ+1)ξ)I
rev
D0

(θ + 1))T
)
+ R̃(θ + 1)

=
(
Adexp(−c(θ+1)ξ)I

av
D0

(θ + 1) + (Adexp(−c(θ+1)ξ)I
av
D0

(θ + 1))T
)
+ R̃(θ + 1),
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where

R̃(θ) = (M0I
rev
0 (θ))TR(θ) +R(θ)TM0I

rev
0 (θ).

Here we again used (6.25). Since Iav(θ) satisfies (6.4) and all parts of R̃(θ) are determined by
M and Iav(θ), we conclude that the homotopy Irev(θ) satisfies (6.4).

6.6. Poisson structure of the Γ-reduced bundle. In this subsection, we describe the
Poisson structure on the symmetry reduced bundle U/Γ near a Hamiltonian relative periodic
orbit P.

Define a bracket on the set of smooth functions on g∗
µ
∼= ann(nµ) ⊂ g∗ by

{f1, f2}jµ(ζ) = −(µ+ ζ) ([jµ(ζ)Dζf1(ζ), jµ(ζ)Dζf2(ζ)]) ,

where jµ : gµ ⊕ ann(nµ) → g is as in (3.10) and the Lie bracket is on g. It is straightforward
to check that this is a Poisson bracket and equals the standard bracket on g∗

µ if µ is split (see
also [50, section 5.1]).

Extend this bracket to a Poisson structure on g∗
µ ⊕N1 by defining

{f1, f2}(ζ, w) = {f1, f2}jµ(ζ, w) + ωN1(JN1Dwf1(ζ, w), JN1Dwf2(ζ, w)).(6.26)

A straightforward calculation using the Ln-invariance of nµ shows that this Poisson bracket
is Ln-semi-invariant.

This extends to a Poisson structure on Ñ = (g∗
µ ⊕ N1 ⊕ N2) by making N2 a space

of Casimirs. Similarly, as the direct product of g∗
µ and the symplectic manifolds N1 and

T ∗(R/nZ) = R/nZ×N2, the space R/nZ× (g∗
µ ⊕N1 ⊕N2) is also naturally a Poisson space.

Let ι denote the Ln-equivariant inclusion of gp into gµ, and define a map

LR/nZ×Ñ : R/nZ × Ñ → g∗
p, LR/nZ×Ñ (θ, ζ, w,E) = Lg∗

µ⊕N1(ζ, w),

where

Lg∗
µ⊕N1 : g∗

µ ⊕N1 → g∗
p, Lg∗

µ⊕N1(ζ, w) = −P̂ζ + LN1(w),

and P̂ is the Ln-equivariant projection from g∗
µ to g∗

p dual to ι. These maps are Ln-equivariant

and momentum maps for the Ln-action on the Poisson spaces R/nZ × Ñ and g∗
µ ⊕ N1 (see

[50, section 5.1]). It follows that the quotient variety

U/Γ ≡ (R/nZ × Ñ)/(Γp � Zn) = L−1

R/nZ×Ñ (0)/(Γp � Zn),

where

L−1

R/nZ×Ñ (0) ≡ R/nZ ×N,

has a natural Poisson structure. The group Gp/Γp is isomorphic to Z2 if Gp contains elements
that act antisymplectically on M and is trivial if it does not. In the first case, the action of
the generator ρ of Gp/Γp on L−1

R/nZ×Ñ (0)/(Γp � Zn) is “anti-Poisson.”

In section 2 of [55, 22], we proved that (R/nZ×N)/(Γp�Zn) is diffeomorphic as a set to a
neighborhood of the relative periodic orbit P in the orbit space M/Γ. The above construction
defines a Poisson structure on this neighborhood. It will follow from the proof below that this
Poisson structure is isomorphic to that induced directly from M if we choose the homotopies
I(θ) occurring in the bundle construction of section 6.1 as in Lemma 6.6.
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6.7. Symplectic structure of the bundle. In this section, we describe the symplectic
structure of the bundle (2.8) near a Hamiltonian relative periodic orbit.

Let the symmetry group Γ be algebraic, and let M̃ denote the manifold

M̃ = G× R/nZ × Ñ ,(6.27)

where Ñ is the extended Poincaré section (see (3.11)). Define a smooth action of G× Ln on

M̃ by

(g, gp, i).(g̃, θ, ζ, w,E) = (gg̃α−ig−1
p , χ(gp)(θ + i), χ(gp) (Ad

∗
gpαi)

−1ζ, gpQ
i
1w,E),(6.28)

where g, g̃ ∈ G, gp ∈ Gp, and i ∈ Zn. Define a two-form ω̃ on M̃ by

ω̃(g, θ, ζ, w,E) = χ(g) (ω̃G + ω̃µ + ω̃N1 + ω̃T2⊕N2) ,(6.29)

where

1. ω̃G is the pullback of the natural symplectic form ωG on T ∗G ∼= G× g∗:

ωG(g, ν) ((gξ1, ν1), (gξ2, ν2)) = ν2(ξ1)− ν1(ξ2) + ν ([ξ1, ξ2]) ,(6.30)

where g ∈ G, ν, ν1, ν2 ∈ g∗, and ξ1, ξ2 ∈ g (see [1, Proposition 4.4.1]) by the map
(g, θ, ν, w,E) �→ (g, iµν), in which the inclusion iµ : g∗

µ → g∗ is induced by the Gp-
invariant complement nµ to gµ in g;

2. ω̃µ is the pullback of the KKS symplectic form (6.7) on the coadjoint orbit Gµ by
(g, θ, ν, w,E) �→ Ad∗g−1µ;

3. ω̃N1 is the pullback of the symplectic form ωN1 on N1 by (g, θ, ν, w,E) �→ w;
4. ω̃T2⊕N2 is the pullback of the symplectic form ωT2⊕N2 on R/nZ×R by (g, θ, ν, w,E) �→

(θ,E).

Then the form ω̃ is a symplectic form on a (G× Ln)-invariant neighborhood of G× R/nZ ×
{(0, 0, 0)} in M̃. The action of G on this neighborhood is χ-semisymplectic. The action (6.28)
of Ln, and, in particular, Gp, is symplectic even though the Gp-action on the symplectic slice
N1 is semisymplectic with respect to the symplectic form ωN1 .

A momentum map LM̃ : M̃ → g∗
p for the symplectic action of Ln on M̃ is given by

LM̃(g, θ, ν, w,E) = LR/nZ×Ñ (θ, ν, w,E).

The map LM̃ is Ln-equivariant with respect to the action (6.28) on M̃ and the usual coadjoint

action of Ln on g∗
p. Because the action of Ln on M̃ is free, proper, and symplectic, we can

reduce M̃ by it to obtain a natural symplectic structure ω̃0 on a G-invariant neighborhood
Ũ0 of (G× R/nZ × {0, 0, 0})/Ln in the manifold

M̃0 = L−1

M̃(0)/Ln = (G× L−1

R/nZ×Ñ (0))/Ln ∼= (G× R/nZ ×N)/Ln.

The action of G on M̃ drops to a χ-semisymplectic action of G on Ũ0.
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Let v = (ν, w,E) ∈ N . By Theorem 2.2 the differential equations on N in the new
coordinates are of the form

θ̇ = fΘ(θ, v), v̇ = fN (θ, v),

with fΘ(θ, 0) ≡ 1. Hence ω1 with τ∗ω1 = fΘ(θ, v)τ
∗ω is a symplectic form on a G-invariant

neighborhood U of P. Without loss of generality, we let ω = ω1.
As shown in [55], Ũ0 is G-equivariantly diffeomorphic to a G-invariant neighborhood U of

the relative periodic orbit P in M. The following theorem says that this diffeomorphism can
be chosen to be a G-equivariant symplectomorphism with respect to the symplectic form ω
of M and the symplectic form ω̃0 on M̃0. It is a generalization to relative periodic orbits of
the local normal form for symplectic G-manifolds near group orbits obtained by Marle [29],
Guillemin and Sternberg [15], and Bates and Lerman [4].

Theorem 6.3. There exists a G-equivariant symplectomorphism Ψ between a G-invariant
open neighborhood of (G×R/nZ×{0})/Ln in M̃0 = (G×L−1

M̃(0))/Ln ∼= (G×R/nZ×N)/Ln
and a G-invariant open neighborhood of P in M.

Proof. Because of Proposition 6.1 we have ω(id, 0, 0) = ω̃0(id, 0, 0) at p ∼= (id, 0, 0).
Moreover, since by Lemma 6.6 we can choose the Gp-semiequivariant homotopy I(θ) occurring
in the parametrization (6.2) of a neighborhood U of the relative periodic orbit given in section
6.1 to be symplectic and such that the action of Ln on N is as in (6.28), we have that ω̃0 = ω
on P.

We now apply the semisymplectic relative Darboux theorem [50, Theorem 5.3] (based on
[15] and [4]) to conclude that there is a diffeomorphism Ψ defined on a neighborhood U of P
in M such that ω̃0 = Ψ∗ω.

This proves Theorem 3.1.

6.8. Skew product equations. In this final subsection, we derive the skew product equa-
tions (3.14) near Hamiltonian relative periodic orbits. Again we reparametrize time so that
θ̇ ≡ 1. Let ĥ(θ, ν, w,E) denote the Hamiltonian in bundle coordinates, and let ĥ(θ, ζ, w,E) =
ĥ(θ, ν, w,E) for ζ = ν + ζp, ζ ∈ g∗

µ, ζp ∈ g∗
p, and ν ∈ (gµ/gp)

∗. The vector field fĥ in the
coordinates (g, θ, ζ, w,E) ∈ G× R/nZ × (g∗

µ ⊕N1 ⊕N2) is determined by the equation

ω̃(fĥ, (ĝ, θ̂, ζ̂, ŵ, Ê)) = D(θ,ζ,w,E)ĥ(θ, ζ, w,E)(θ̂, ζ̂, ŵ, Ê),

where ĝ ∈ gg, and, by (6.29),

ω̃(fĥ, (ĝ, θ̂, ν̂, ŵ, Ê)) = −ζ̇(g−1ĝ) + ζ̂(g−1ġ) + (ζ + µ)[g−1ġ, g−1ĝ]

+ωN1(ẇ, ŵ) + ωT2⊕N2((θ̇, Ė), (θ̂, Ê)).

Comparing coefficients, we obtain the differential equations

ẇ = JN1Dwĥ, Ė = −Dθĥ, θ̇ = DEĥ,

and, as in [50],

ġ = gjµ(ζ)Dζ ĥ, ζ̇ = ad∗
jµ(ζ)Dζ ĥ

(ζ + µ).

Since θ̇ = 1, we have DEĥ ≡ 1 so that h = ĥ − E is independent of E. This yields the
equations of Theorem 3.3.

The equations of Theorem 3.5 are obtained as in [50].
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Sem. Mat. Univ. Politec. Torino, 43 (1985), pp. 227–251.

[30] J. E. Marsden, R. Montgomery, and T. S. Ratiu, Reduction, symmetry and phases in mechanics,
Mem. Amer. Math. Soc., 436 (1990), pp. 1–110.

[31] J. E. Marsden and T. S. Ratiu, Introduction to Mechanics and Symmetry, Springer-Verlag, New York,
Berlin, Heidelberg, 1994.

[32] K. R. Meyer and G. R. Hall, Introduction to Hamiltonian Dynamical Systems and the N-Body Problem,
Springer-Verlag, New York, 1992.

[33] J. Montaldi, Persistance d’orbites périodiques relatives dans les systèmes Hamiltoniens symétriques, C.
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Stepwise Precession of the Resonant Swinging Spring∗

Darryl D. Holm† and Peter Lynch‡

Abstract. The swinging spring, or elastic pendulum, has a 2:1:1 resonance arising at cubic order in its approxi-
mate Lagrangian. The corresponding modulation equations are the well-known three-wave equations
that also apply, for example, in laser-matter interaction in a cavity. We use Hamiltonian reduction
and pattern evocation techniques to derive a formula that describes the characteristic feature of this
system’s dynamics, namely, the stepwise precession of its azimuthal angle.

Key words. classical mechanics, variational principles, averaged Lagrangian, elastic pendulum, nonlinear res-
onance
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1. Introduction.

1.1. Problem statement, approach, and summary of results. The elastic pendulum or
swinging spring is a simple mechanical system that exhibits complex dynamics. It consists
of a heavy mass suspended from a fixed point by a light spring which can stretch but not
bend, moving under gravity. We investigate the 2:1:1 resonance dynamics of this system in
three dimensions and study its characteristic feature—the regular stepwise precession of its
azimuthal angle.
When the Lagrangian is approximated to cubic order and averaged over the fast dynamics,

the resulting modulation equations have three independent constants of motion and are com-
pletely integrable. These modulation equations are identical to the three-wave equations for
resonant triad interactions in fluids and plasmas and in laser-matter interaction. We reduce
the system to a form amenable to analytical solution and show how the full solution may
be reconstructed. We examine the geometry of the solutions in phase-space and develop a
number of simple qualitative descriptions of the motion.
We compare solutions of the exact and modulation equations and show that they are

remarkably similar. A characteristic stepwise precession occurs as the motion cycles between
quasi-vertical and quasi-horizontal. That is, during each quasi-vertical phase, the azimuth of
the swing plane precesses by a constant angular increment. This stepwise azimuthal precession
occurs in bursts when the motion is nearly vertical. By transforming to nonuniformly rotating
coordinates and assuming a geometric constraint (essentially the method of pattern evocation),
we find a formula for the rotation of the swing plane. This formula gives a highly accurate

∗Received by the editors April 27, 2001; accepted for publication (in revised form) by M. Golubitsky November
13, 2001; published electronically April 9, 2002.

http://www.siam.org/journals/siads/1-1/38857.html
†Theoretical Division and CNLS, Los Alamos National Laboratory, MS B284, Los Alamos, NM 87545

(dholm@lanl.gov). The work of this author was supported by US DOE, under contract W-7405-ENG-36.
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description of the stepwise precession of the azimuthal angle of the motion. It is a striking
result that the stepwise precession can be described so accurately by assuming a geometric
constraint to hold, and this invites investigation on a deeper level.

We restrict our attention in this study to the pure 2:1:1 resonance. However, the analysis
may easily be generalized to allow for frequency ratios which are not precisely in resonance.
As the amplitude of the motion increases, energy exchange may be expected to occur for
increasingly larger detuning of the frequencies. Aničin, Davidović, and Babović [4] investigated
how the parameter range for energy exchange depends on the amplitude. Ultimately, the
assumptions underlying perturbation analysis break down, and chaotic behavior is found.
Georgiou [9] has studied the global geometric structure of the dynamics of the planar elastic
pendulum. The phenomenon of precession has been noticed in a number of other contexts
[26, 9].

1.2. History of the problem. The first comprehensive analysis of the elastic pendulum
appeared in [28]. These authors were inspired by the analogy between this system and the
Fermi resonance of a carbon-dioxide molecule. We make connections in this paper with other
physical systems of current interest. For example, we show that the modulation equations for
the averaged motion of the swinging spring may be transformed into the equations for three-
wave interactions that appear in analyzing fluid and plasma systems and in laser-matter
interaction. These three complex equations are also identical to the Maxwell–Schrödinger
envelope equations for the interaction between radiation and a two-level resonant medium
in a microwave cavity [11]. The three-wave equations also govern the envelope dynamics of
light-waves in an inhomogeneous material [8, 2, 3]. For the special case where the Hamiltonian
takes the value zero, the equations reduce to Euler’s equations for a freely rotating rigid body.
Finally, the equations are also equivalent to a complex (unforced and undamped) version of
the Lorenz [17] three-component model, which has been the subject of many studies [27].
Thus the simple spring pendulum, which was first studied to provide a classical analogue to
the quantum phenomenon of Fermi resonance, now provides a concrete mechanical system
which simulates a wide range of physical phenomena.

All of the previous studies of the spring pendulum known to us have considered motion in
two dimensions. To our knowledge, only Cayton [6] discussed three-dimensional solutions and
observed the curious rotation of the swing plane between successive cycles when the horizontal
energy is maximum. This particular aspect of the behavior of the swinging spring in three
dimensions is its most striking difference from two-dimensional motions. Suppose the system
is excited initially near its vertical oscillation mode. Since purely vertical motion is unstable,
horizontal motion soon develops. The horizontal oscillations grow to a maximum and then
subside again. An alternating cycle of quasi-vertical and quasi-horizontal oscillations recurs
indefinitely. Seen from above, during each horizontal excursion of several oscillations, the pro-
jected motion is approximately elliptical. Experimentally and numerically one observes that
between any two successive horizontal excursions the orientation of the projected ellipse ro-
tates by the same angle, thereby causing a stepwise precession of the swing plane. In principle,
the precession angle between successive horizontal excursions can be deduced from the com-
plete solution of the integrable envelope equations. We seek a simple approximate expression
for the precession of the swing plane in terms of the solution of the reduced dynamics.
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Figure 2.1. Schematic diagram of the elastic pendulum, or swinging spring. Cartesian coordinates centered
at the position of equilibrium are used.

Lynch [19] found a particular solution for the rate of precession of the swing plane by
using the method of multiple time scales in rotating coordinates and introducing a certain
angular solution Ansatz. We recover Lynch’s particular solution among a family of other
solutions for the swing plane precession rate. This family is obtained via the method of aver-
aged Lagrangians by seeking solutions of the modulation equations that satisfy a geometrical
constraint of being “instantaneously elliptical.” We apply the method of pattern evocation
in shape space [21, 22]. Using this process, one identifies patterns by viewing the dynamics
relative to rotating frames with certain critical angular velocities. Our numerical integrations
show that the solution resulting from this geometrical postulate estimates the precession of
the swing plane with surprisingly high accuracy.

2. Equations of motion. The physical system under investigation is an elastic pendulum,
or swinging spring, consisting of a heavy mass suspended from a fixed point by a light spring
which can stretch but not bend, moving under gravity, g. We assume an unstretched length
�0, a length � at equilibrium, a spring constant k, and a unit mass m = 1. The corresponding
Lagrangian, approximated to cubic order in the amplitudes, is

L =
1

2

(
ẋ2 + ẏ2 + ż2

)− 1
2

(
ω2
R(x

2 + y2) + ω2
Zz

2
)
+
1

2
λ(x2 + y2)z ,(2.1)



THE SWINGING SPRING 47

where x, y, and z are Cartesian coordinates centered at the point of equilibrium, ωR =
√
g/� is

the frequency of linear pendular motion, ωZ =
√
k/m is the frequency of its elastic oscillations,

and λ = �0ω
2
Z/�

2. The system is illustrated schematically in Figure 2.1. The Euler–Lagrange
equations of motion may be written

ẍ+ ω2
Rx = λxz ,(2.2)

ÿ + ω2
Ry = λyz ,(2.3)

z̈ + ω2
Zz =

1

2
λ(x2 + y2) .(2.4)

There are two constants of the motion, the total energy E and the angular momentum h given
by

E =
1

2

(
ẋ2 + ẏ2 + ż2

)
+
1

2

(
ω2
R(x

2 + y2) + ω2
Zz

2
)− 1
2
λ(x2 + y2)z , h = (xẏ − yẋ) .

The system is not integrable. Its chaotic motions have been studied by many authors (see,
e.g., references in [20]). Previous studies have considered the two-dimensional case, for which
the angular momentum h vanishes.
We confine our attention to the resonant case ωZ = 2ωR and apply the averaged La-

grangian technique [30]. The solution of (2.2)–(2.4) is assumed to be of the form

x = �[a0(t) exp(iωRt)] ,(2.5)

y = �[b0(t) exp(iωRt)] ,(2.6)

z = �[c0(t) exp(2iωRt)] .(2.7)

(The zero-subscripts in a0, b0, and c0 are introduced to distinguish from the variables a, b, and
c in a rotating frame, introduced below.) The coefficients a0(t), b0(t), and c0(t) are assumed
to vary on a time scale which is much longer than the time scale of the oscillations, τ = 1/ωR.
The Lagrangian is averaged over time τ to give

〈L〉 = 1
2
ωR
[�{ȧ0a

∗
0 + ḃ0b

∗
0 + 2ċ0c

∗
0}+ �{κ(a2

0 + b
2
0)c

∗
0}
]
,

where κ = λ/(4ωR). We regard the quantities a0, b0, c0 as generalized coordinates. The
averaged Lagrangian equations of motion are then

iȧ0 = κa∗0c0 ,(2.8)

iḃ0 = κb∗0c0 ,(2.9)

iċ0 =
1

4
κ(a2

0 + b
2
0).(2.10)

Equations (2.8)–(2.10) are the complex versions of (68)–(73) in [19]. These were derived using
the method of multiple time-scale analysis, where the small parameter ε for the analysis was
the amplitude of the dependent variables so that terms quadratic in the unknowns were second
order whereas linear terms were first order in ε. Thus the averaged Lagrangian technique yields
results completely equivalent to the results using more standard averaging theory.
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We now transform variables as follows:

A =
1

2
κ(a0 + ib0) , B =

1

2
κ(a0 − ib0) , C = κc0 .

Consequently, the equations of motion take the form

iȦ = B∗C ,(2.11)

iḂ = CA∗ ,(2.12)

iĊ = AB .(2.13)

These three complex equations are well known as the three-wave interaction equations, which
govern quadratic wave resonance in fluids and plasmas.

The three-wave interaction equations (2.11)–(2.13) may be written in canonical form with
Hamiltonian H = �(ABC∗) and Poisson brackets {A,A∗} = {B,B∗} = {C,C∗} = −2i as

iȦ = i{A,H} = 2∂H/∂A∗ ,(2.14)

iḂ = i{B,H} = 2∂H/∂B∗ ,(2.15)

iĊ = i{C,H} = 2∂H/∂C∗ .(2.16)

These equations conserve the following three quantities:

H =
1

2
(ABC∗ +A∗B∗C) = �(ABC∗) ,(2.17)

N = |A|2 + |B|2 + 2|C|2 ,(2.18)

J = |A|2 − |B|2 .(2.19)

Thus the modulation equations for the swinging spring are transformed into the three-wave
equations, which are known to be completely integrable. See [2] for references to the three-
wave equations and an extensive elaboration of their properties as a paradigm for Hamiltonian
reduction.

The following positive-definite combinations of N and J are physically significant:

N+ ≡ 1
2
(N + J) = |A|2 + |C|2 , N− ≡ 1

2
(N − J) = |B|2 + |C|2 .

These combinations are known as the Manley–Rowe relations in the extensive literature about
three-wave interactions. The quantities H, N+, and N− provide three independent constants
of the motion.
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2.1. A brief history of the three-wave equations.
Fluids and plasmas. The three-wave equations model the nonlinear dynamics of the am-

plitudes of three waves in fluids or plasmas [5]. The equations result from a perturbation
analysis of the barotropic potential vorticity equation

∂

∂t
[∇2ψ − Fψ] +

(
∂ψ

∂x

∂∇2ψ

∂y
− ∂ψ

∂y

∂∇2ψ

∂x

)
+ β

∂ψ

∂x
= 0(2.20)

(see, e.g., [25] for theory and notation). This equation is equivalent to the Hasegawa–Mima
equation describing drift-waves in an inhomogeneous plasma in a magnetic field [10]. Longuet-
Higgins and Gill [16] examined the interactions between planetary Rossby waves in the atmo-
sphere and derived detailed conditions for three-wave resonance. The correspondence between
Rossby waves in the atmosphere and drift-waves in plasma has been thoroughly explored in
[15]. Resonant wave-triad interactions play an essential role in the generation of turbulence
and in determining the statistics of the power spectrum. Both energy and enstrophy are
conserved in fluid systems governed by the potential vorticity equation (2.20).

Laser-matter interaction. Equations (2.11)–(2.13) are also equivalent to the Maxwell–
Schrödinger envelope equations for the interaction between radiation and a two-level resonant
medium in a microwave cavity. Holm and Kovačič [11] show that perturbations of this system
lead to homoclinic chaos, but we shall not explore that issue here. Wersinger, Finn, and Ott
[29] used a forced and damped version of the three-wave equations to study instability satu-
ration by nonlinear mode coupling and found irregular solutions indicating the presence of a
strange attractor. See also [1, 12, 13, 24] for more detailed studies of the perturbed three-wave
system.

Nonlinear optics. The three-wave system also describes the dynamics of the envelopes of
light-waves interacting quadratically in nonlinear material. The system has been examined
in a series of recent papers [2, 3, 18] using a geometrical approach which allowed the re-
duced dynamics for the wave intensities to be represented as motion on a closed surface in
three dimensions—the three-wave surface. Information about the corresponding reconstruc-
tion phases was recovered using the theory of connections on principal bundles.
In the special case when H = 0, the system (2.11)–(2.13) reduces to three real equations.

Let
A = iX1 exp(iφ1) , B = iX2 exp(iφ2) , C = iX3 exp(i(φ1 + φ2)),

where X1, X2, and X3 are real and the phases φ1 and φ2 are constants. The modulation
equations become

Ẋ1 = −X2X3 , Ẋ2 = −X3X1 , Ẋ3 = +X1X2 .(2.21)

We note that these equations are rescaled versions of the Euler equations for the rotation of
a free rigid body. The dynamics in this special case is expressible as motion on R3, namely,

Ẋ =
1

8
∇J ×∇N = 1

4
∇N+ ×∇N− .(2.22)

Considering the constancy of J and N , we can describe a trajectory of the motion as an
intersection between a hyperbolic cylinder (J constant; see (2.19)) and an oblate spheroid (N
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constant; see (2.18)). Equation (2.22) provides an alternative description. Here we have used
the freedom in the R3 Poisson bracket exploited by [7] to represent the equations of motion
on the intersection of two orthogonal circular cylinders, the level surfaces of the Manley–Rowe
quantities, N+ and N−. The invariance of the trajectories means that while the level surfaces
of J and N differ from those of N+ and N−, their intersections are precisely the same. For
this particular value of H = 0, the motion may be further reduced by expressing it in the
coordinates lying on one of these two cylinders. See [14] for the corresponding transformation
of rigid body motion into pendular motion. See [2, 3, 7, 23] for discussions of geometric phases
in this situation.

2.2. Reduction of the system and reconstruction of the solution. To reduce the system
for H �= 0, we employ a further canonical transformation introduced in [11]. The goal is to
encapsulate complete information about the Hamiltonian in a single variable Z by using the
invariants of the motion. Once Z is found, the Manley–Rowe relations yield the remaining
variables. We set

A = |A| exp(iξ) ,(2.23)

B = |B| exp(iη) ,(2.24)

C = Z exp(i(ξ + η)) .(2.25)

This transformation is canonical—it preserves the symplectic form

dA ∧ dA∗ + dB ∧ dB∗ + dC ∧ dC∗ = dZ ∧ dZ∗ .

In these variables, the Hamiltonian is a function of only Z and Z∗:

H =
1

2
(Z + Z∗) ·

√
N+ − |Z|2 ·

√
N− − |Z|2 .

The Poisson bracket is {Z,Z∗} = −2i, and the canonical equations reduce to

iŻ = i{Z,H} = 2 ∂H
∂Z∗ .

This provides the slow dynamics of both the amplitude and phase of Z = |Z|eiζ .
The amplitude |Z| = |C| is obtained in closed form in terms of Jacobi elliptic functions as

the solution of (
dQ
dτ

)2

=
[Q3 − 2Q2 + (1− J 2)Q+ 2E] ,(2.26)

where Q = 2|Z|2/N , J = J/N , E = −4H2/N3 and τ =
√
2Nt. This is equivalent to (75)

in [19]. (An explicit expression for the solution in terms of elliptic functions is given in that
paper.) Once |Z| is known, |A| and |B| follow immediately from the Manley–Rowe relations:

|A| =
√
N+ − |Z|2 , |B| =

√
N− − |Z|2 .
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Figure 3.1. C is the plane of critical points, A = 0 = B. The vertical axis is R =
√|A|2 + |B|2. The

vertical plane contains heteroclinic semiellipses passing from c0 to −c0.

The phases ξ and η may now be determined. Using the three-wave equations (2.11)–(2.13)
together with (2.23)–(2.25), one finds

ξ̇ = − H

|A|2 , η̇ = − H

|B|2(2.27)

so that ξ and η can be obtained by quadratures. Finally, the phase ζ of Z is determined
unambiguously by

d|Z|2
dt
= −2H tan ζ and H = |A||B||Z| cos ζ .(2.28)

Hence we can now reconstruct the full solution as

A = |A| exp(iξ) , B = |B| exp(iη) , C = |Z| exp (i(ξ + η + ζ)) .
3. Phase portraits. Consider the plane C in phase-space defined by A = B = 0. This is

a plane of unstable equilibrium points, representing purely vertical oscillations of the spring.
The Hamiltonian vanishes identically on this plane, as does the angular momentum J . Each
point c0 in C has a heteroclinic orbit linking it to its antipodal point −c0. Thus the plane C of
critical points is connected to itself by heteroclinic orbits. In Figure 3.1, the horizontal plane
is C, and the vertical plane contains heteroclinic orbits from c0 to −c0. The vertical axis is
R =

√|A|2 + |B|2. Since N = R2 + 2|C|2 is constant, each heteroclinic orbit is a semiellipse.
Motion starting on one of these semiellipses will move toward an end-point, taking infinite
time to reach it.
In Figure 3.2 taken from [11], we present another view of the trajectories for J = 0. The

Hamiltonian is

H =
1

2
(Z + Z∗) ·

(
1

2
N − |Z|2

)
.
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1

2Z

Z

Figure 3.2. Phase portrait in the Z-plane for J = 0. The motion is confined within the circle |Z|2 = 1
2
N .

The segment of the imaginary axis within this circle is the homoclinic orbit.

Accessible points lie on or within the circle |Z|2 = N/2. For H = 0, the trajectory is the
segment of the imaginary axis within the circle. This is the homoclinic orbit. For H �= 0, we
solve for the imaginary part of Z = Z1 + iZ2,

Z2 = ±
√
−Z2

1 +
1

2
N − (H/Z1).

This allows us to plot the trajectories for the range of H for which real solutions exist. There
are two equilibrium points, at Z = ±√N/6, corresponding to solutions for which there is no
exchange of energy between the vertical and horizontal components. These are the cup-like
and cap-like solutions first discussed by Vitt and Gorelik [28].

3.1. Geometry of the motion for fixed J . The vertical amplitude is governed by (2.26),
which we write as

1

2

(
dQ
dτ

)2

+ V(Q) = E ,(3.1)

with the potential V(Q) given by

V(Q) = −1
2

[Q3 − 2Q2 + (1− J 2)Q] .(3.2)

We note that V(Q) has three zeros: Q = 0, Q = 1−J , and Q = 1+ J . Equation (3.1) is an
energy equation for a particle of unit mass, with position Q and energy E , moving in a cubic
potential field V(Q). In Figure 3.3 we plot Q̇, given by (3.1), against Q for the cases J = 0
(left panel) and J = 0.25 (right panel), for a range of values of E . Each curve represents the
projection onto the reduced phase-space of the trajectory of the modulation envelope. The
centers are relative equilibria, corresponding to the elliptic-parabolic solutions of [19], which
are generalizations of the cup-like and cap-like solutions of [28]. The case when J = 0 includes
the homoclinic trajectory, for which H = 0.
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Figure 3.3. Plots of Q̇ versus Q for J = 0 and J = 0.25 for a range of values
E ∈ {−0.0635,−0.0529,−0.0423,−0.0317,−0.0212,−0.0106, 0}.
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Figure 3.4. Tricorn surface, upon which motion takes place when H = 0. The coordinates are J , Q, Q̇.
The motion takes place on the intersections of this surface with a plane of constant J (such planes are indicated
by the stripes). This surface has three singular points. The homoclinic point is marked H.P.

3.2. Geometry of the motion for H = 0. For arbitrary J , the H = 0 motions are on
a surface in the space with coordinates (Q, Q̇, J ). This surface is depicted in Figure 3.4. It
has three singular points (i.e., it is equivalent to a sphere with three pinches), and its shape
is similar to a tricorn hat. The motion takes place on an intersection of this surface with a
plane of constant J . There are three equilibrium solutions: that with J = 0 (marked H.P. in
Figure 3.4) is at the extremity of the homoclinic trajectory and corresponds to purely vertical
oscillatory motion; those with J = ±1 correspond to purely horizontal motion, clockwise or
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Figure 3.5. Surfaces of revolution about the Q-axis for J ∈ {0.0, 0.1, 0.2, 0.3}. The radius for given Q is
given by the square-root of the cubic −V(Q). For given J , the motion takes place on the intersection of the
corresponding surface with a plane of constant X.

anticlockwise, with the spring tracing out a cone. The purely vertical motion is unstable; the
conical motions are stable. (Perturbations about conical motion were investigated by Lynch
[19].) The dynamics on the tricorn is similar to the motion of a free rigid body. The three
singular points correspond to the steady states of rotation about the three principal axes.

3.3. Three-wave surfaces. There is another way to depict the motion in reduced phase-
space. Let us consider a reduced phase-space with x- and y-axes X = �{ABC∗} and Y =
�{ABC∗} and z-axis Q = 2|Z|2/N . We note that X ≡ H. It follows from (2.17)–(2.19) that

X2 + Y 2 = |A|2|B|2|C|2 = 1
4
|Z|2[(2|Z|2 −N)2 − J2

]
.

We define X = (2/N3/2)X and Y = (2/N3/2)Y and can write

X 2 + Y2 =
1

2

[Q3 − 2Q2 + (1− J 2)Q] = −V(Q)(3.3)
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where V is as defined in (3.2). We note that X 2 = −E and Y2 = 1
2(dQ/dτ)2. Equation (3.3)

implies that the motion takes place on a surface of revolution about the Q-axis. The radius
for a given value of Q is the square-root of the cubic −V(Q). The physically assessable region
is 0 ≤ Q ≤ 1−|J |. Several such surfaces (for J ∈ {0.0, 0.1, 0.2, 0.3}) are shown in Figure 3.5.
Since X 2 = H2 = 4H2/N3, the motion for given J takes place on the intersection of the
corresponding surface of revolution with a plane of constant X .
We can relate the tricorn surface to the surface of revolution. The former is appropriate

for H = 0; the H �= 0 case is represented by trajectories inside this surface. If we slice the
tricorn surface in a plane of fixed J , we get a set of closed trajectories—the outside one for
H = 0 and the others for H �= 0. (The cases J = 0 and J = 0.25 are plotted in Figure 3.3.) If
we now distort the J -section into a cup-like surface, by taking H as a vertical coordinate and
plotting each trajectory at a height depending on its H value, we get half of a closed surface.
Each trajectory is selected by an H-plane section. Alteration of the sign of H corresponds to
reversal of time. Completing the surface by reflection in the plane H = 0 gives the surface
generated by rotating the root-cubic graph

√−V(Q) about the Q-axis, i.e., the surface given
by (3.3). These surfaces are what Alber et al. [2] call the three-wave surfaces. They foliate
the volume contained within the surface for J = 0.

4. The precession of the swing plane. The characteristic feature of the behavior of
the physical spring is its stepwise precession, which we shall now analyze. As the oscillations
change from horizontal to vertical and back again, it is observed that each successive horizontal
excursion departs in a different direction. The only reference to this phenomenon of which
we are aware, prior to Lynch [19], is Cayton [6]. Cayton briefly discussed three-dimensional
solutions and mentioned the precession of the swing plane but did not analyze its dynamics.
Surprisingly, the characteristic stepwise precession of the swinging spring has been largely
ignored, although it is immediately obvious upon observation of a physical elastic pendulum
with ωZ ≈ 2ωR. Indeed, this precession is almost impossible to suppress experimentally when
the initial motion is close to vertical.

4.1. Qualitative description. If the horizontal projection of the motion is an ellipse of high
eccentricity, the motion is approximately planar. We call the vertical plane through the major
axis of this ellipse the swing plane. When the initial oscillations are quasi-vertical, the motion
gradually develops into an essentially horizontal swinging motion. This horizontal swinging
does not persist but soon passes again into nearly vertical springing oscillations similar to the
initial motion. Subsequently, a horizontal swing again develops but now in a different direction.
The stepwise precession of this exchange between springing and swinging motion continues
indefinitely in the absence of dissipation and is the characteristic experimental feature of the
swinging spring. We shall seek an expression for the change in direction of the swing plane
from one horizontal excursion to the next.

A full knowledge of the solutions of the three equations of motion would of course suffice
to determine the swing plane at each moment in time. In [19] the equations were expressed
in rotating coordinates, and a particular solution for the slow rotation of the swing plane was
posited as a function of the vertical amplitude |C| by assuming a certain angular relation.
Following this assumption, the angle of the swing plane could be expressed as an integral
involving elliptic functions.
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4.2. Pattern evocation in shape space. We shall approach the precession problem using
pattern evocation in shape space. Pattern evocation seeks a relative equilibrium (in shape
space) in which a phase relationship between the variables (the shape) is preserved [21, 22].
We track the pattern by moving to a nonuniformly rotating frame in which the orientation of
the shape is fixed. This is a generalization of the idea of tracking a satellite orbit by evoking
constancy of the areal velocity required to conserve angular momentum.
Our particular geometric assumption is that the angle between the complex amplitudes a

and b remains constant in an appropriately rotating frame. Writing these amplitudes in vector
form as a = (|a| cosα, |a| sinα, 0), b = (|b| cosβ, |b| sinβ, 0) and taking k = (0, 0, 1) yield

J = −k · a × b = |ab| sin(α− β) , a · b = |ab| cos(α− β) .

Consequently, our geometric pattern evocation assumption that the phase difference α − β
remains constant immediately implies that |ab| is also constant. The conservation of angular
momentum J means that the area of the parallelogram formed by the vectors a and b is
constant. The requirement of constant α − β imposes an additional geometric constraint on
the possible shape of the orbits. For example, when α − β = π/2 (mod π), the orbits are
elliptical.

4.3. Modulation equations in rotating coordinates. We shall transform to rotating co-
ordinates and seek an expression for the (slow) rotation frequency Ω(t) that allows us to
estimate the stepwise precession of the swinging spring by imposing the pattern evocation
constraint that α− β remains constant.
In a rotating frame, the approximate Lagrangian (2.1) at cubic order in the coordinate

displacements becomes, with x = (x, y, z),

L =
1

2
|ẋ+Ω(t) ẑ × x|2 − 1

2

(
ω2
R(x

2 + y2) + ω2
Zz

2
)
+
1

2
λ(x2 + y2)z .(4.1)

Now x, y, and z are Cartesian coordinates centered at the point of equilibrium in the rotating
frame, ωR =

√
g/� is the frequency of linear pendular motion, ωZ =

√
k/m is the frequency

of its elastic oscillations, and λ = �0ω
2
Z/�

2. The corresponding Euler–Lagrange equations of
motion (2.2)–(2.4) may be written in rotating coordinates as

ẍ− Ω̇(t)y − 2Ω(t)ẏ + (ω2
R − Ω2(t)

)
x = λxz ,(4.2)

ÿ + Ω̇(t)x+ 2Ω(t)ẋ+
(
ω2
R − Ω2(t)

)
y = λyz ,(4.3)

z̈ + ω2
Zz =

1

2
λ(x2 + y2) .(4.4)

The vertical component of angular momentum is

h = ẑ · x × (ẋ+Ω(t) ẑ × x
)
= (xẏ − ẋy) + Ω(t)(x2 + y2)

and is a constant of the motion for these equations. However, upon Legendre-transforming,
one finds that the time-dependent Hamiltonian satisfies

Ḣ = − Ω̇(t)h .
Thus, perhaps not unexpectedly, exact conservation of energy breaks down, to the extent that
the rotation frequency is nonuniform.
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4.4. Averaged Lagrangian and modulation equations for slow rotation. The modulation
equations in axes rotating with angular velocity Ω(t) about the vertical are obtained in the
resonant case ωZ = 2ωR by applying the averaged Lagrangian technique [30]. Accordingly,
the solution of (4.2)–(4.4) is assumed to be of the form

x = �[a(t) exp(iωRt)] ,(4.5)

y = �[b(t) exp(iωRt)] ,(4.6)

z = �[c(t) exp(2iωRt)] .(4.7)

(Note that subscript zeros are dropped for these modulation amplitudes in the rotating frame.)
In these variables, the averaged Lagrangian corresponding to (4.1) may be written as

〈L〉 = 1
2
ωR[�{ȧa∗ + ḃb∗ + 2ċc∗}+ �{κ(a2 + b2)c∗}+ 2Ω�{ab∗}]

+
1

2
Ω� [a∗ḃ− ȧ∗b] +

1

4
Ω2
[
|a|2 + |b|2

]
.(4.8)

On assuming that the rotation frequency is sufficiently slow that Ω/ωR � 1, we shall neglect all
terms in the averaged Lagrangian (4.8) that are not multiplied by ωR. In this approximation
of slow rotation, the averaged Lagrangian is given by the simpler expression,

〈L〉 = 1
2
ωR[�{ȧa∗ + ḃb∗ + 2ċc∗}+ �{κ(a2 + b2)c∗}+ 2ΩJ ] .(4.9)

Here J = �{ab∗} is the angular momentum, a conserved quantity at this level of approximation
and formally identical to the expression in nonrotating coordinates. The Euler–Lagrange
modulation equations in this approximation may be written as

iȧ = κa∗c+ iΩb ,(4.10)

iḃ = κb∗c− iΩa ,(4.11)

iċ =
1

4
κ(a2 + b2) .(4.12)

We may also write these leading order equations in Hamiltonian form. When 〈H〉 is defined
by

〈H〉 = �{κ(a2 + b2)c∗}+ 2Ω�{ab∗} ,
with coordinates (a, b, c), conjugate momenta (a∗, b∗, 2c∗), and Poisson brackets defined by
{a, a∗} = {b, b∗} = 2{c, c∗} = −i, the modulation equations (4.10)–(4.12) are expressible in
canonical Hamiltonian form as

iȧ = i{a, 〈H〉} = ∂〈H〉
∂a∗

, iḃ = i{b, 〈H〉} = ∂〈H〉
∂b∗

, iċ = i{c, 〈H〉} = ∂〈H〉
∂ 2c∗

.

The three constants of the motion for these equations are

H0 =
1

2
κ[(a2 + b2)c∗ + (a∗2 + b∗2)c] = �{κ(a2 + b2)c∗} ,(4.13)

N = |a|2 + |b|2 + 4|c|2 ,(4.14)

J = (ab∗ − a∗b)/2i = �{ab∗} .(4.15)
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We now introduce the pattern evocation assumption that α − β is constant, which also
implies that |ab| is constant. Noting that

|ab|2 = (�{ab∗})2 + (�{ab∗})2

and that the second term is just J2 implies constancy of �{ab∗}. Using (4.10) and (4.11), it
follows that

d

dt
|ab|2 = −2�{ab∗} [2κ�{abc∗}+Ω(|a|2 − |b|2)] = 0 .(4.16)

Either factor may vanish so there appears to be two possibilities for the solution. We first
assume that the factor in square brackets in (4.16) vanishes. This implies

Ω = − 2κ�{abc
∗}

|a|2 − |b|2 = − 2κ|abc| sin(α+ β − γ)

|a|2 − |b|2(4.17)

(where c = |c|eiγ). The precession angle Θ = ∫ t0 Ω(t′)dt′ can be ascertained by integrating Ω
over the time interval of the motion. In the special case when α − β = π

2 (modπ), one finds
by using the constants of motion that

Ω =
2κJH0

(N − 4|c|2)2 − 4J2
.(4.18)

This case also corresponds to the vanishing of the first factor in (4.16) so that �{ab∗} = 0
and a and b are 90◦ out of phase. This was the Ansatz introduced by Lynch [19]. He showed
that, in this case, the rotation rate is given by (4.18). We now see that the result in [19] is a
special case of the general result (4.17). In this special case, Ω can be computed as soon as
|c| is known. We will examine this case numerically below.

4.5. The instantaneous ellipse. In order to define precisely the precession angle, we
introduce an ellipse which approximates the horizontal projection of the trajectory of the
pendulum. Recall that the full solution for the horizontal components is

x = �{a exp(iωRt)} = |a| cos(ωRt+ α) , y = �{b exp(iωRt)} = |b| cos(ωRt+ β) ,
where α and β are the phases of a and b. The amplitudes and phases are assumed to vary
slowly. If they are regarded as constant over a period τ = 1/ωR of the fast motion, these
equations describe a central ellipse,

Px2 + 2Qxy +Ry2 = S,(4.19)

where P = |b|2, Q = −|ab| cos(α − β), R = |a|2, and S = J2. The area of the ellipse is
easily calculated and is found to have the constant value πJ . Its orientation is determined by
eliminating the cross-term in (4.19). This is achieved as usual by rotating the axes through
an angle θ, given by

tan 2θ =
2Q

P −R
=
2|ab| cos(α− β)

|a|2 − |b|2 .(4.20)
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The semiaxes of the ellipse are given by

A1 =
J√

P cos2 θ +Q sin 2θ +R sin2 θ
, A2 =

J√
P sin2 θ −Q sin 2θ +R cos2 θ

.(4.21)

The area is πA1A2 = πJ , and the eccentricity can be calculated immediately. In the case of
unmodulated motion, such as the elliptic-parabolic modes described in [19], the instantaneous
ellipse corresponds to the trajectory, which is a precessing ellipse. In general, it is only an
approximation to the trajectory, but we may define the orientation or azimuth at any time
to be the angle θ given by (4.20). This angle will be compared to the precession angle Θ
calculated by integrating (4.18) and shown to give almost identical results.

5. Numerical results. We examine the results of numerical integrations of the modulation
equations (2.8)–(2.10) and compare them to the solutions of the exact equations (2.2)–(2.4).
It will be seen that the modulation equations provide an excellent description of the envelope
of the rapidly varying solution of the full equations. We then compare the stepwise precession
angle predicted by a formula based on constancy of the angle α − β with the numerical
simulation of this quantity and show that the two values track each other essentially exactly.
The parameter values chosen for all numerical integrations are m = 1kg, � = 1m, g =

π2ms−2, and k = 4π2 kg s−2 so that ωR = π, ωZ = 2π, and the resonance condition ωZ = 2ωR
holds. The linear rotational mode has period τR = 2 s, and the vertical mode has period
τZ = 1 s. The initial conditions are set as follows:

(x0, y0, z0) = (0.006, 0, 0.012), (ẋ0, ẏ0, ż0) = (0, 0.00489, 0) .

(The value of ẏ0 was chosen to tune the precession angle to be an even fraction of 180
◦,

making the amplitudes, though not the phases, periodic.) The corresponding initial values
for the modulation equations (2.8)–(2.10) are given by

α0 = arctan

( −ẋ0

ωRx0

)
, β0 = arctan

( −ẏ0

ωRy0

)
, γ0 = arctan

( −ż0
2ωRz0

)
,

|a0| =
(

x0

cosα0

)
, |b0| = −

(
ẏ0

ωR sinβ0

)
, |c0| =

(
z0
cos γ0

)
,

giving the values (|a0|, |b0|, |c0|) = (0.006, 0.002, 0.012) and (α0, β0, γ0) = (0,−π/2, 0). The
constants of the motion take the following values:

H = 4.03× 10−7 , J = 9.34× 10−6 , N = 6.14× 10−4 .

The integration was extended over a period of 1000 seconds (i.e., 1000 vertical oscillations). As
a check on numerical accuracy, the changes in these quantities, which should remain constant,
were calculated, with the following results:(

HFinal

HInitial

)
= 100.04% ,

(
JFinal

JInitial

)
= 99.997% ,

(
NFinal

NInitial

)
= 100.00% .

We now directly compare the solutions of the “exact” equations (2.2)–(2.4) and the “ap-
proximate” or modulation equations (2.8)–(2.10). Once the modulation equations have been
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Figure 5.1. Horizontal projection of the solution for an integration of 1000 seconds. Left: Solution of the
“exact” equations. Right: Solution of the “approximate” equations.
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Figure 5.2. Vertical amplitude of the solution for the first modulation cycle (first 167 seconds). Left:
Solution of the “exact” equations. Right: Solution of the “approximate” equations.

solved for the envelope amplitudes and phases, the full approximate solution is given by
(2.5)–(2.7). We first consider the horizontal projection of the solution for the 1000-second in-
tegration. This is the period required for the solution to precess through approximately 180◦.
In Figure 5.1 (left panel) we plot x versus y for the exact solution. In Figure 5.1 (right panel)
we plot the corresponding solution from the modulation equations. It is clear that there is
great similarity between the two solutions; indeed, the two plots are indistinguishable. The
precession angle between horizontal excursions is close to 30◦. (The value of ẏ0 was chosen
to ensure this.) The modulation period is approximately 167 seconds; thus the instantaneous
ellipse rotates through six cycles and 180◦ in 1000 seconds.
The vertical structure of the solution is displayed in Figure 5.2, where z for the exact

solution (left panel) and �{c0(t) exp(2iωRt)} for the approximate solution (right panel) are
seen to be virtually identical. For clarity, the solutions are plotted only for the first modulation
cycle of 167 seconds. The character of the solution—rapid oscillations with a slowly varying
amplitude envelope—is clear from the figure. The vertical amplitude is close to zero when
horizontal excursions are at their peak. This is confirmed in Figure 5.3 (left panel), where the
horizontal modulation amplitude S =

√|a|2 + |b|2 and vertical modulation amplitude C = |c|
are plotted against time.



THE SWINGING SPRING 61

0

0.005

0.01

S     

C     

0.015

0.02

0.025

0 200 400 Time 600 800 1000 1200

S
C

0

0.2

0.4

Omega

0.6

Eccen

0.8

1

1.2

0 200 400 Time 600 800 1000 1200

ECCEN^2
50*OMEGA

Figure 5.3. Left panel: Envelope amplitude of the approximate solution. S =
√|a|2 + |b|2 (solid line) and

C = |c| (dashed line). Right panel: Square of the eccentricity (solid line) and angular velocity Ω (scaled by 50)
of the instantaneous ellipse (dashed line).

In Figure 5.3 (right panel) we plot the squared eccentricity e2 = (1 − A2
min/A

2
maj) of the

envelope of the horizontal projection of the approximate solution, where the semiaxes Amaj and
Amin are calculated from (4.21). The eccentricity is close to unity for most of the integration.
Horizontal excursions of the pendulum occur during this time. For short periods, when the
horizontal amplitude is minimum, the value of e drops significantly (solid line). During this
time, the angular velocity, calculated as the rate of change of the azimuth given by (4.20),
reaches a maximum (dashed line). Thus the precession occurs in bursts near the times when
the vertical amplitude is maximum and the horizontal amplitude is minimum.
The stepwise nature of the precession is clearly illustrated in Figure 5.4. The azimuthal

angle ϑ of the numerical solution of the exact equations may be calculated by fitting a central
conic to every three consecutive points on the trajectory. Assuming a solution of the form

P̃ x2 + 2Q̃xy + R̃y2 = 1

and requiring that the three points lie on this curve, we obtain three equations for the coef-
ficients (P̃ , Q̃, R̃). From these, the azimuth ϑ and the semiaxes are obtained from equations
analogous to (4.20) and (4.21). This is compared in Figure 5.4 to the corresponding value θ
resulting from integration of the modulation equations. It is noteworthy that ϑ and θ remain
quasi-constant for most of the modulation cycle, changing rapidly only over short intervals
around the times when C is maximum and S is minimum. The advances in phase are very
similar for the exact and approximate solutions. However, there are small differences: θ − ϑ
is also plotted in Figure 5.4 (dotted line). This sensitive quantity reaches its maximum value
of 4.35◦ at the end of the integration.
Comparing Figures 5.3 (left panel) and 5.4, it is clear that the azimuthal angle remains

close to a constant value during horizontal excursions (when S is large) and changes rapidly
when the vertical oscillation amplitude is close to a maximum and the energy of the hori-
zontal component is small. Thus the stepwise precession takes place in sudden bursts when
the motion of the system is quasi-vertical. The variations of the azimuth appear to occur
symmetrically about the times of vertical energy maxima.
The azimuthal change between successive horizontal excursions is very close to 30◦ for both



62 DARRYL D. HOLM AND PETER LYNCH

0

50

100

Theta

150

200

0 200 400 Time 600 800 1000 1200

Exact
Approx

Difference

Figure 5.4. Azimuth angle (in degrees) for the “exact” solution (ϑ, solid line) and the “approximate”
solution (θ, dashed line). The difference θ − ϑ is plotted as a dotted line. The azimuth Θ resulting from
integration of (4.18) (not plotted) is indistinguishable from the values θ of the approximate solution.

exact and approximate solutions. We also calculated the angle Θ resulting from an integration
of (4.18). The graphs of θ and Θ (not plotted) are indistinguishable. The maximum difference
|θ − Θ| was only 0.0063◦. This is remarkable: the value Θ derived from (4.18) involves
an assumption that α − β is constant in a particular rotating frame. The azimuth θ from
the modulation equations makes no such assumption, yet the two solutions are practically
identical. This confirms that the pattern evocation assumption which yields the result (4.18)
is sound.

Numerous other integrations of the exact and modulation equations were also carried out.
They confirm that the stepwise precession of the azimuthal angle is a distinct characteristic
of the swinging spring. This is also in complete agreement with simple experiments with a
physical pendulum, where the periodic exchange of energy between horizontal and vertical
and the precession of the swing plane between horizontal excursions are the main observable
properties of the motion.

The perturbation methods used in this study are valid only for small values of the system
energy. However, the numerical solution of the exact equations gives insight into the dynamics
for larger amplitudes. Although we do not consider chaotic motion here, the transition from
regular to chaotic motion of the planar elastic pendulum has been studied elsewhere (see [20]
and references therein).
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Homoclinic Stripe Patterns∗

Arjen Doelman† and Harmen van der Ploeg†

Abstract. In this paper, we study homoclinic stripe patterns in the two-dimensional generalized Gierer–
Meinhardt equation, where we interpret this equation as a prototypical representative of a class
of singularly perturbed monostable reaction-diffusion equations. The structure of a stripe pattern is
essentially one-dimensional; therefore, we can use results from the literature to establish the existence
of the homoclinic patterns. However, we extend these results to a maximal domain in the parameter
space and establish the existence of a bifurcation that forms a new upper bound on this domain.
Beyond this bifurcation, the Gierer–Meinhardt equation exhibits self-replicating pulse, respectively,
stripe patterns in one, respectively, two dimension(s). The structure of the self-replication process
is very similar to that in the Gray–Scott equation.
We investigate the stability of the homoclinic stripe patterns by an Evans function analysis of the
associated linear eigenvalue problem. We extend the recently developed nonlocal eigenvalue problem
(NLEP) approach to two-dimensional systems. Except for a region near the upper bound of the
domain of existence in parameter space, this method enables us to get explicit information on the
spectrum of the linear problem. We prove that, in this subregion, all homoclinic stripe patterns
must be unstable as solutions on R2. However, stripe patterns can be stable on domains of the type
R × (0, Ly). Our analysis enables us to determine an upper bound on Ly; moreover, the analysis
indicates that stripe patterns can become stable on R2 near the upper bound of the existence do-
main. This is confirmed numerically: it is shown by careful simulations that there can be stable
homoclinic stripe patterns on R2 for parameter values near the self-replication bifurcation.

Key words. reaction-diffusion equations, pattern formation, stability analysis, Evans function, singular pertur-
bation theory

AMS subject classifications. 35K57, 35B25, 35B32, 35B35, 35B40, 34C37, 92C15
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1. Introduction. Stripe patterns can be observed in many (bio)chemical reactions and
appear frequently in numerical simulations of reaction-diffusion equations. Moreover, these
patterns are quite robust in the sense that they exist for large “open” sets of parameter com-
binations (see the review [5] and the references therein). However, the mathematical theory
of stripe patterns in reaction-diffusion systems is largely restricted to systems at near-critical
conditions, which means that the system parameter values are close to a Turing bifurcation.
Near such a bifurcation, the (Turing) patterns necessarily are of small amplitude, where the
smallness is related to the distance to the Turing bifurcation in parameter space. Under
these “weakly nonlinear” conditions, the patterns generated by the system can be analyzed
by a normal form or a Ginzburg–Landau approach. (See [22] for a (formal) application of
this approach to reaction-diffusion systems and [23] for a survey of the general mathematical
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theory.)
In this paper, we study two-dimensional stripe patterns in the strongly nonlinear regime;

i.e., we consider systems that are not close to a Turing bifurcation (Remark 1.4). As a conse-
quence, the amplitudes of the solutions cannot be assumed to be small. In this regime, there
is no equivalent of the general Ginzburg–Landau theory. However, when one restricts oneself
to two-component reaction-diffusion systems and assumes that the ratio of the two diffusion
constants is small, then one can use singular perturbation theory to study the existence, sta-
bility, and dynamics of patterns “far from equilibrium”; see, for instance, [35], [29], [12], [28],
[20], [39], [10].

Most of these recent papers on pattern formation in singularly perturbed reaction-diffusion
equations consider spike, pulse, or spot patterns (see Remark 1.1). Similar to these patterns, a
homoclinic stripe pattern is isolated in the sense that both components U(x, y, t) and V (x, y, t)
are close to a trivial homogeneous background state outside a neighborhood of the stripe (see
Figure 1.1). A Turing bifurcation imposes a spatial periodicity on the pattern; hence, in gen-
eral, there cannot be homoclinic patterns at near-critical conditions. The stripe patterns we
consider are assumed to be stationary, linear (or straight), and essentially one-dimensional.
Since reaction-diffusion equations in two space dimensions are invariant with respect to rota-
tions in the plane, we can define x as the direction perpendicular to the stripe and y as the
coordinate along the stripe. The assumption that the homoclinic stripe pattern is “essentially
one-dimensional” implies that the stripes have no structure in the y-direction; i.e., the stripe
patterns are of the form (Ustripe(x, y, t), Vstripe(x, y, t)) = (U0(x), V0(x)). As a consequence, the
stripe patterns correspond to homoclinic pulse solutions as function of the variable perpendic-
ular to the stripe, x. This enables us to refer for the existence to the literature on stationary
homoclinic pulse solutions of systems in one spatial variable. (We will, in particular, use [10].)

We study the existence, stability, and bifurcations of homoclinic stripe patterns in the
generalized Gierer–Meinhardt equation:{

Ut = ∆U − µU + Uα1V β1 ,
Vt = ε2∆V − V + Uα2V β2

(1.1)

for (x, y) ∈ R2 [20], [28], [29], [19], [39], where we assume that the ratio of the diffusion
coefficients of the two “species” V and U , dV , and dU is asymptotically small: ε2 = dV /dU � 1.
Throughout this paper, the parameters (α1, α2, β1, β2) and µ are assumed to satisfy

α1 > 1 +
α2β1

β2 − 1
, α2 < 0, β1 > 1, β2 > 1, µ > 0(1.2)

(compare to [20], [28], [29], [19], [39]). This model can be regarded as the leading order
part of a “normal form” that appears from a scaling analysis in a large class of singularly
perturbed reaction-diffusion equations (see Remark 1.2). Equation (1.1) can also be seen as a
generalization of the original model introduced by Gierer and Meinhardt [15] in the context
of morphogenesis. The special case α1 = 0, α2 = −1, β1 = 2, β2 = 2 in (1.1) corresponds to
the original (biological) values of the parameters in [15].

Localized solutions of a singularly perturbed equation as (1.1) will, in general, have asymp-
totically large amplitudes. Following [19], [10], and [20], we therefore introduce the O(1)
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Figure 1.1. The homoclinic stripe pattern. The V -component is strongly localized, and the U-component
decays to the limit state U ≡ 0 on a long spatial scale.

functions Ũ(x, t) and Ṽ (x, t) and rescale x, y, and ε:

Ũ(x, t) = εrU(x, t), r =
β2 − 1

D
> 0, Ṽ (x, t) = εsV (x, t), s = −α2

D
> 0,

D = (α1 − 1)(β2 − 1)− α2β1 > 0, x =
√
εx̃, y =

√
εỹ, ε̃ =

√
ε.

(1.3)

Equation (1.1) can thus be written as{
ε2Ut = ∆U −ε2µU + Uα1V β1 ,
Vt = ε2∆V −V + Uα2V β2 .

(1.4)

This equation is equivalent to (1.1), but it has the advantage that the stripe patterns in (1.1)
have an O(1) amplitude (with respect to ε) as solution of (1.4); therefore, we will consider
the Gierer–Meinhardt equation in the form of (1.4) in this paper.

It is shown in [10] that the one-dimensional Gierer–Meinhardt equation, (1.4) without y-
dependence, has stationary, homoclinic pulse solutions for parameters satisfying (1.2) and µ =
O(1). This result establishes the existence of homoclinic stripe patterns to (1.4); see Theorem
2.1. By a careful re-examination of the construction of the one-dimensional homoclinic pulses,
we are able to determine analytically an upper bound in µ on the existence domain of the stripe
patterns: we establish that homoclinic stripe patterns exist in (1.4) up to µ = µsplit = O(1/ε4)
and not beyond this value (Theorem 2.2); see also Remark 1.3. This bifurcation is, in essence,
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a bifurcation of the one-dimensional problem. The nonexistence result is similar to the proof
of the existence of a “disappearance bifurcation” in the one-dimensional Gray–Scott model
in [8], [7]. Note that numerical continuations and simulations in [31] for the Gray–Scott
system indicate that this “disappearance bifurcation” is, in fact, a saddle-node bifurcation of
homoclinic orbits. It is natural to expect that the same is true for the “disappearance” or
“splitting” bifurcations in the systems studied in this paper. However, as in the Gray–Scott
case, the bifurcation takes place in the region in parameter space, where the existence problem
is no longer singularly perturbed. When µ = O(1/εm) � 1, i.e., m > 0, one needs to rescale
(1.4) since U and V can no longer be assumed to beO(1) (see section 2). The rescaled system is
singularly perturbed in the scaled parameter ε̃ = O(ε1−m/4) so that one can no longer use the
ideas of geometric singular perturbation theory [21] for m = 4. As a consequence, the analytic
“control” of the homoclinic orbits decreases significantly. Therefore, the identification of the
“disappearance bifurcation” as a saddle-node bifurcation of homoclinic orbits has become a
challenging task.

It was shown in [8], [7] that the “disappearance bifurcation” initiates the well-known pulse
splitting, or self-replication, process in the Gray–Scott model [33], [35], [34], [12], [31]. Exactly
the same behavior can be observed in numerical simulations of the one-dimensional Gierer–
Meinhardt model (1.4) for µ > µsplit; see section 2. This implies that the self-replicating
process is a “generic phenomenon” in singularly perturbed reaction-diffusion equations and
that it thus is not special to the Gray–Scott equation model (see Remarks 1.2 and 2.3).
Increasing µ through µsplit induces a stripe splitting bifurcation in the two-dimensional system
(1.4). The end-product of the self-replication process is a spatially periodic stripe pattern; see
Figure 5.3.

This splitting bifurcation is related to the existence problem of the stripe patterns. Other
bifurcations, such as the bifurcations from stripes to spots, are associated to the (in)stability
of the stripe pattern (Ustripe(x, y, t), Vstripe(x, y, t)) = (U0(x), V0(x)). The stability of the
two-dimensional stripes again relies heavily on insights in the stability of one-dimensional
homoclinic pulse patterns. Since we assume that (1.4) is defined on the unbounded plane,
i.e., (x, y) ∈ R2, it follows that the linearized stability problem reduces to the study of a
one-parameter family of eigenvalue problems in the one-dimensional variable x. This family
is parametrized by a wave number in the y-direction, l (see section 3). We show that these
eigenvalue problems can be studied by the recently developed extension of the Evans function
method, the so-called nonlocal eigenvalue problem (NLEP) approach [8], [9], [10]. This method
enables us to determine the spectrum of the linear stability problem associated to the stripe
pattern explicitly as function of l.

We again find that the magnitude of µ with respect to ε is crucial for the stability of the
stripes; therefore, we again introduce m and set µ = O(1/εm). We show in section 3 that the
eigenvalues λ(l) all are stable and real; i.e., λ(l) < 0 for |l| > lR,stab =

√
(β2 + 1)2/4− 1 =

O(1) and λ(l) = λ(0), at leading order, for |l| � ε2−m/2 (Lemma 3.8). The latter result
implies that the possible stability of the stripe pattern strongly depends on the stability of
the associated pulse solution of the one-dimensional equation (that does not depend on y).
We find, in the case that the one-dimensional pulse pattern is stable, that there are two
symmetrical bands of unstable wave numbers l: O(ε2−m/2) ≤ |l| ≤ O(1). This implies that all
homoclinic stripe patterns are unstable as solution of (1.4) on R2 if m < 4, i.e., µ � O(1/εm)
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(Theorem 3.9).
Nevertheless, these results also indicate that the homoclinic stripe patterns can be stable

on R2 for m = 4 since the bands of unstable wave numbers might disappear for m = 4. A
necessary ingredient is, of course, the stability of the one-dimensional pulse pattern. Therefore,
we first follow [10] and consider the classical case α1 = 0, α2 = −1, β1 = 2, β2 = 2, and 0 < µ �
1/ε4. In this case, the one-dimensional pulse is stable for µ > µHopf(0) = 0.36 . . . (= O(1))
(Theorem 4.3 or [10]). Furthermore, we use the NLEP machinery to explicitly determine the
band of unstable wave numbers in this case: we deduce that, for 0 < µHopf(0) ≤ µ = µ̃/εm and
m < 4, there is one (unique) real unstable eigenvalue λ(l) > 0 for |l| ∈ (ε2−m/2

√
3µ̃,
√

5/4),
at leading order in ε; there are more unstable wave numbers l with |l| ≤ ε2−m/2

√
3µ̃ for

µ ≤ µHopf(0) (Theorem 4.5).
Next we consider the general problem in more detail. We focus, for simplicity, on stability

analysis of the one-dimensional problem (i.e., l = 0). We distinguish two open, unbounded
domains, Vlarge and Vsingular, in the (α1, α2, β1, β2) parameter space (with boundaries given
by (1.2)) in which the homoclinic pulse pattern cannot be stable. The region Vlarge includes
the case α1 > 1. We show that, for α1 > 1 and µ large enough (but not necessarily � 1
with respect to ε), there is always (at least) one unstable real eigenvalue λ0(µ, 0) that grows
linearly with µ (Theorem 4.9). In Theorem 4.10, we establish the existence of the region
Vsingular, which includes β2 > 2β1+1, in which the stability problem has at least one bounded
unstable real eigenvalue for all µ > 0.

Finally, we consider the stability of the stripes for m = 4, i.e., µ = O(1/ε4), by numerical
simulations. This is necessary since the stability analysis is based on the same rescaled value
of ε as the existence analysis: like the existence problem, the linear stability is no longer sin-
gularly perturbed for m = 4. The simulations are performed on bounded domains; therefore,
we first interpret some of our results in terms of cylindrical domains, or strips, of the form
R × (0, Ly). (The length, Lx, of the domain in the x-coordinate is taken so long as it has
no leading order influence; see [12], [8], [6], and section 5.) We conclude that a homoclinic
stripe solution that is stable as a one-dimensional pattern is automatically stable on a strip
R × (0, Ly) if Ly < πε/

√
(β2 + 1)2/4− 1 (Corollary 5.1). This critical value of Ly is con-

firmed by the numerical simulations for µ � 1/ε4 (where we considered the classical case, i.e.,
α1 = 0, α2 = −1, β1 = β2 = 2). Moreover, it is found that the stripe pattern can be stable as a
solution on R2 for µ > µstripe = µstripe(α1, α2, β1, β2) = O(1/ε4). This bifurcation is followed
by the splitting bifurcation predicted by the existence analysis of section 2: µsplit > µstripe or,
more explicitly,

µsplit(0,−1, 2, 2) ≈ 0.14

ε4
>

0.12

ε4
≈ µstripe(0,−1, 2, 2).

Beyond the splitting bifurcation value of µ, a self-replicating stripe pattern is observed; i.e.,
the homoclinic stripe splits into two repelling stripes, which split again (etc., depending on
the length Lx of the domain) so that eventually an asymptotically stable spatially periodic
stripe pattern appears (see Figure 5.3). The dynamics are completely homogeneous in the
y-direction so that the bifurcation is, in essence, a one-dimensional process. Note that these
simulations also imply that (numerically) stable spatially periodic stripe patterns exist on R2

(see also Remark 1.4).
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The numerical investigations are concluded with an analysis of the “fate” of the stripe
pattern as µ < µstripe and Ly increases through a bifurcation value. This confirms the varicose
type of the instability [32], [18]: the stripe, in general, bifurcates into half a spot at either one
of the boundaries y = 0 or y = Ly in the middle of the (0, Lx) interval. For values of µ close
to µstripe, it is possible to have stripe patterns on a strip of width Ly that is larger than that
given by Corollary 5.1. Such stripes bifurcate into a full spot, two half spots, one and a half
spots, etc. (see Figure 5.4). This behavior is typical for systems near a bifurcation of Turing
type; it can be explained qualitatively by the analysis.

Remark 1.1. As mentioned in the literature, i.e., [35], [29], [12], [28], [20], [39], [10], we
consider so-called monostable systems. There is much literature on the existence and stability
of (multi)front patterns in (singularly perturbed) bistable systems. (Unlike in monostable
systems, there are (at least) two different stable trivial solutions/patterns in bistable systems.)
See, for instance, [30] and the references therein. We refer to [32] for the stability analysis
of a double front, i.e., homoclinic, stripe pattern in a bistable system with a piecewise linear
nonlinear term and to [37], [38] for the stability analysis of stripes/planar fronts in more
general bistable systems. An essential difference between the stability of (multi)front solutions
in bistable systems and that of the monostable homoclinic solutions studied here is that all
potentially unstable eigenvalues are asymptotically small, i.e., approach 0 in the limit ε → 0, in
the bistable case. The limits of these eigenvalues correspond to “marginally stable” eigenvalues
of the so-called fast reduced limit systems [30]. The relation between the stability in the full
ε = 0 system and the ε = 0 limit systems is completely different in the monostable equations
studied here. In fact, the fast reduced limit systems have O(1) unstable eigenvalues (see
section 3). This is called “the NLEP paradox” in [9], [10].

Remark 1.2. The following general class of singularly perturbed reaction-diffusion equations
was considered in [10]:{

Ut = dU∆U + a11U + a12V + H1(U, V ),
Vt = dV∆V + a21U + a22V + H2(U, V ),

(1.5)

where 0 < dV � dU , aij is such that the trivial pattern (U(x, t), V (x, t)) ≡ (0, 0) of the
linear equation (i.e., Hi(U, V ) ≡ 0) is asymptotically stable, and Hi(U, V ) is such that certain
growth conditions are satisfied. In [10], it has been shown by a scaling analysis that, under
general conditions, the existence and stability of “large” localized pulse solutions to the one-
dimensional equivalent of (1.5) is governed by a “normal form” of which the generalized
Gierer–Meinhardt equation, in the form of (1.4), is the leading order part. As a consequence,
all results on the stability and bifurcations of homoclinic stripe patterns obtained in this paper
for the generalized Gierer–Meinhardt equation can be reformulated in terms of this general
class of reaction-diffusion equations (see, however, Remark 2.3).

Remark 1.3. The critical magnitude of µ, µ = O(1/ε4), that appears throughout this paper
is in terms of the rescaled parameter ε of the (truncated) “normal form” (1.4). It follows from
(1.3) that this corresponds to µ = O(1/ε2) in terms of the original parameter ε of the unscaled
generalized Gierer–Meinhardt equation (1.1). This parameter has been defined as the square
root of the ratio between the diffusion coefficients of V and U , ε2 = dV /dU � 1, which
implies that the splitting bifurcation (and the Turing bifurcation—see Remark 1.4) will occur
at µ = O(dU/dV ).
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Remark 1.4. Numerical simulations show that the amplitude of the periodic stripe pattern
that occurs through the splitting bifurcation decreases as µ approaches the value µTuring >
µsplit. At µTuring = µTuring(α1, α2, β1, β2) = O(1/ε4), a Turing bifurcation takes place. (µTuring

can be determined by a straightforward linear analysis; see, for instance, [27].) Thus the
homoclinic stripe patterns are indeed “far from equilibrium.” We refer to [24] for a detailed
analysis of the connection between homoclinic pulse patterns and Turing bifurcations in the
context of the one-dimensional Gray–Scott equation.

Remark 1.5. An important subtheme of this paper is the competition between stripe and
spot patterns, far from equilibrium. There is much literature on the interactions between
patterns—most of it on systems close to bifurcation/equilibrium. We refer to [3] and [16] and
the references therein.

2. The existence problem. The following result on the existence of singular, stationary,
multipulse homoclinic solutions of the generalized Gierer–Meinhardt equation was proved in
[10].

Theorem 2.1. Let (α1, α2, β1, β2, µ) satisfy (1.2), and let µ be O(1). Then, for any N ≥ 1
with N = O(1) and ε > 0 small enough, there is a stationary N -pulse homoclinic stripe
solution (U(x, y, t), V (x, y, t)) = (Uhom

N (x), V hom
N (x)) to (1.4) so that lim|x|→∞ Uhom

N (x) =

lim|x|→∞ V hom
N (x) = 0, and lim|x|→∞ Uhom

N (x)eε
√
µ|x|, lim|x|→∞ V hom

N (x)e|x| exist and are

nonzero. The V -component V hom
N (x) has a sequence of N consecutive narrow pulses of the

same height (at leading order) that are O(ε| log ε|) close to each other; V hom
N (x) decreases to

O(
√
ε) in between two adjacent pulses. Both Uhom

N (x) and V hom
N (x) are monotonous functions

of x outside the region of pulses. Moreover, the amplitudes Umax
N and V max

N of the Uhom
N (x)

and V hom
N (x) pulses are, at leading order, given by

Umax
N =

[
2
√
µ

NW (β1, β2)

]β2−1
D

, V max
N =

[
β2 + 1

2

] 1
β2−1

[
2
√
µ

NW (β1, β2)

]−α2
D

,(2.1)

where D is given in (1.3) and

W (β1, β2) =

∫ ∞

−∞
(wh(ξ;β2))

β1dξ,(2.2)

with wh(ξ) the (positive) homoclinic solution of

ẅ = w − wβ2 .(2.3)

It is clear from the formulation of this theorem that only the case µ = O(1) (with respect
to ε) has been considered in [10]. In this section, we consider the existence problem for
µ = O(1/εm) for m ≥ 0. We do not pay attention to the multipulse solutions with N ≥ 2
since these solutions cannot even be stable on the one-dimensional (unbounded) domain, as
has been proved in [10]. In this paper, we denote (Uhom

1 (x), V hom
1 (x)) by (U0(x), V0(x)).

2.1. Scaling analysis. We introduce µ̃ = O(1) and m ≥ 0 by

µ =
µ̃

εm
.(2.4)
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It follows from (2.1) that U0(x) and V0(x) can no longer be considered as O(1) for µ � 1.
Therefore, we have to scale U(x, y, t) and V (x, y, t) in (1.4) and thus introduce the O(1)
quantities Ũ(x, y, t) and Ṽ (x, y, t) by

U = ε−
(β2−1)m

2D Ũ , V = ε
α2m
2D Ṽ .(2.5)

Inserting these scalings into (1.4) yields{
ε2+

m
2 Ũt = ε

m
2 ∆Ũ −ε2−

m
2 µ̃Ũ + Ũα1 Ṽ β1 ,

Ṽt = ε2∆Ṽ −Ṽ + Ũα2 Ṽ β2 .
(2.6)

Hence we can introduce x̃, ỹ, and ε̃ by

x̃ = ε−
m
4 x, ỹ = ε−

m
4 y, ε̃ = ε1−

m
4(2.7)

so that {
ε̃2+

4m
4−m Ũt = ∆̃Ũ −ε̃2µ̃Ũ + Ũα1 Ṽ β1 ,

Ṽt = ε̃2∆̃Ṽ −Ṽ + Ũα2 Ṽ β2 .
(2.8)

Except for the factor in front of the term Ũt, this equation is identical to (1.4). In this section,
we are interested in the existence of solutions to (2.8) that depend neither on t nor on ỹ. Thus
we write (2.8) as a (four-dimensional) ODE in x̃:{

Ũx̃x̃ −ε̃2µ̃Ũ + Ũα1 Ṽ β1 = 0,

ε̃2Ṽx̃x̃ −Ṽ + Ũα2 Ṽ β2 = 0.
(2.9)

Except for the tildes, this equation is identical to the existence problem for stationary solutions
that do not depend on y of the original equation (1.4). Hence we can immediately apply The-
orem 2.1 to system (2.9) and conclude that there exist N -pulse patterns (Ũhom

N (x̃), Ṽ hom
N (x̃))

in (2.8) and thus in (1.4) for µ � 1. However, there is one crucial condition in Theorem 2.1
that cannot be satisfied for all µ � 1: ε̃ must be small enough. Hence, by (2.7), Theorem
2.1 can only be applied for m < 4 (see Remark 1.3). The condition on ε is essential to the
proof of Theorem 2.1 since it is based on geometric singular perturbation theory [21] and it
exploits the fact that Ũ and Ũx̃ vary slowly compared to Ṽ and Ṽx̃; i.e., Ũ , Ũx̃ = O(ε̃), while
Ṽ , Ṽx̃ = O(1). This approach can no longer be used when ε becomes O(1), i.e., when m = 4
(2.7).

On the other hand, when m becomes > 4 or, equivalently, when ε̃ becomes � 1, it might
be possible to use geometric singular perturbation theory to construct homoclinic solutions
to the saddle point (Ũ , Ũx̃, Ṽ , Ṽx̃) = (0, 0, 0, 0) by reversing the roles of Ũ and Ṽ . Therefore,
we introduce Û , V̂ , ε̂, µ̂, and x̂ by

Û = (ε̃2µ̃)
1+β1−β2

D Ũ , V̂ = (ε̃2µ̃)
1−α1+α2

D Ṽ ε̂ =
1

ε̃
, µ̂ =

1

µ̃
, x̂ =

√
µ̃x̃(2.10)

so that (2.9) can be written as{
ε̂2Ûx̂x̂ −Û + Ûα1 V̂ β1 = 0,

V̂x̂x̂ −ε̂2µ̂V̂ + Ûα2 V̂ β2 = 0.
(2.11)
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This equation is identical to (2.9) after the following substitutions:

Ũ → V̂ , Ṽ → Û , α1 → β2, β1 → α2, α2 → β1, β2 → α1,(2.12)

and, of course, ε̃ → ε̂, µ̃ → µ̂.

2.2. The existence and disappearance of homoclinic solutions. The “symmetry” (2.12)
between the two scaled systems (2.9) and (2.11) can be used to obtain the following extension
of Theorem 2.1.

Theorem 2.2. Let (α1, α2, β1, β2, µ) satisfy (1.2), and let (Uhom
1 (x), V hom

1 (x)) = (U0(x),
V0(x)) be the (1-pulse) homoclinic stripe solution of (1.4) described in Theorem 2.1 (for µ =

O(1)). Then there exists a critical value µsplit of µ with µsplit =
µ̃split

ε4
and 0 < µ̃split = O(1)

such that (U0(x), V0(x)) exists for 0 < µ < µsplit. Equation (1.4) does not have a homoclinic
solution (U0(x), V0(x)) for µ > µsplit.

A similar result has been proved for the one-dimensional Gray–Scott model in [9] (al-
though the proof is based on a topological shooting approach in the Gray–Scott context). For
the Gray–Scott model, the upper boundary on the existence domain of the homoclinic pulse
solutions has been identified numerically in [31] as a saddle-node bifurcation of homoclinic
orbits. A similar behavior is expected here. Moreover, there is a very natural candidate that
can act as the “partner” of the pulse pattern (U0(x), V0(x)) in the saddle-node bifurcation. It
is the 2-pulse homoclinic orbit (Uhom

2 (x), V hom
2 (x)) (see Theorem 2.1) since it has the same

structure as the unstable “partner” of the homoclinic pulse that has been found numerically
in [31] (for the Gray–Scott model) near the saddle-node/disappearance bifurcation. (Further-
more, (Uhom

2 (x), V hom
2 (x)) is unstable; see [10].) Note that it is quite a challenge to prove this

conjecture, especially since the bifurcation occurs in a parameter region where the system can
no longer be treated as a singularly perturbed problem.

It was shown by numerical simulations that this “disappearance” of the homoclinic pulse
solution marks the boundary of the region (in parameter space) in which a solitary pulse
“splits” into two slowly traveling “copies” of the initial pulse (with opposite speeds) [9]. Thus
the equivalent of Theorem 2.2 for the Gray–Scott model gave an analytical foundation of the
origin of the so-called self-replication process. This phenomenon has been a challenging topic
of research in recent years (see [33], [35], [34], [12], [31], and the references therein; we refer
to [7] for a discussion on the literature on this subject).

By analogy to the Gray–Scott model, the “disappearance” result of Theorem 2.2 at µ =
O( 1

ε4
) provides a strong motivation to run simulations of the generalized Gierer–Meinhardt

model for µ � 1. It is shown in Figure 2.1 that the critical value µsplit defines the boundary of
a domain in parameter space in which the (generalized) Gierer–Meinhardt model also exhibits
self-replication of pulses. This yields a strong indication that the self-replication phenomenon
is not a special feature of the Gray–Scott model but that it will occur in a large family of
reaction-diffusion equations [31]; see also Remark 1.2.

Proof of Theorem 2.2. This proof is based on the proof of Theorem 2.1 in [10]. Here we
present the main arguments and refer to [10] for the details.

As was already noted in the previous section, Theorem 2.1 applied to (2.11) establishes
the existence of (U0(x), V0(x)) for 0 < µ � 1

ε4
. Using the “symmetry” (2.12), we can apply

Theorem 2.1 to (2.11) for µ � 1
ε4

since ε̃ � 1 and thus ε̂ � 1 (2.10). This yields the existence
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1600
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Figure 2.1. The self-replication process in the classical Gierer–Meinhardt problem (i.e., α1 = −1, α2 =
0, β1 = β2 = 2). This simulation was done for µ = 56, ε2 = 0.05. Note that only the V -components of the
solutions are shown.

of the homoclinic solution (U0(x), V0(x)) of (1.4) if α1, α2, β1, β2 satisfy a condition that is the
equivalent of (1.2) under (2.12):

α1 > 1, α2 > 1, β1 < 0, β2 > 1 +
α2β1

α1 − 1
.(2.13)

The nonexistence of a homoclinic (U0(x), V0(x)) pattern follows from the obvious conflict
between (1.2) and (2.13). However, one cannot, of course, obtain a nonexistence result from
the fact that an existence result cannot be applied. As is explained in detail in [10], the
conditions on the αi’s in (1.2) are not essential to the existence of homoclinic solutions. The
conditions on the αi’s are determined by our decision to study large pulses in (1.1), i.e., our
decision to impose r, s > 0 in (1.3)—see also Remark 2.4.
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On the other hand, the condition on β2 is sharp in the sense that there cannot be homo-
clinic solutions for β2 ≤ 1. This can be seen immediately by writing (2.9) as a four-dimensional
system in the “fast” scaling; i.e., we introduce the fast variable ξ = x/ε and obtain


u̇ = εp,
ṗ = ε[−uα1vβ1 + ε2µu],
v̇ = q,
q̇ = v − uα2vβ2 ,

(2.14)

where we have neglected the tildes and where ˙ denotes the derivative with respect to ξ.
For β2 ≤ 1, there is no homoclinic solution in the fast reduced limit u ≡ u0, p ≡ p0, and
v̈ = v − uα2

0 vβ2 so that it is impossible to construct a homoclinic solution to (0, 0, 0, 0)—see
[10] for the details. The condition on β1 might be relaxed to β1 > 0 (see Remarks 2.3 and
3.2 in [10] and Remark 2.4 below); however, the lower boundary on β1 cannot be decreased
beyond 0: there cannot be homoclinic solutions to (0, 0, 0, 0) in (2.14) for β1 < 0. This follows
especially from the equation for ṗ: the accumulated change ∆p in p over an orbit that is
homoclinic to (0, 0, 0, 0) cannot be bounded for β1 < 0 since the integral over ṗ (from −∞ to
∞) diverges in this case; see Remark 2.7 in [10].

By the “symmetry” (2.13), we thus conclude that there cannot be homoclinic solutions to
(0, 0, 0, 0) in (2.11) for α1 < 1 or α2 < 0. Since we assumed that α2 < 0 in Theorems 2.1 and
2.2, it follows from (2.7) and (2.10) that the homoclinic stripe pattern (U0(x), V0(x)) cannot
exist as a solution of (1.4) for µ � 1

ε4
.

For the intermediate case, m = 4 in (2.4), we set ε̃ = 1 in (2.9) and once more use (2.1)
to scale (Ũ , Ṽ ) in a similar fashion as (U, V ) was scaled in (2.5):

Ũ = µ̃
β2−1
2D Ǔ , Ṽ = µ̃

−α2
2D V̌ .(2.15)

This way, (2.9) becomes {
Ǔx̌x̌ −√

µ̃Ǔ + Ǔα1 V̌ β1 = 0,√
µ̃V̌x̌x̌ −V̌ + Ǔα2 V̌ β2 = 0,

(2.16)

where x̌ = (µ̃)1/4x̃. This equation is identical to (2.9) when we set µ̃ = 1 and ε̃2 =
√
µ̃ in (2.9).

Hence we can apply Theorem 2.1 and conclude that the homoclinic pattern (U0(x), V0(x))
exists for µ̃ < µ̃0 small enough. Note that we have only introduced the Ǔ -, V̌ -scaling (2.15)
to validate the intuitively clear observation that the limit µ̃ → 0 with m = 4 corresponds to
the case m < 4, i.e., ε̃ � 1. Similarly, one can scale (2.9) with ε̃ = 1 as in (2.10) so that the
new system can be identified with (2.11) with µ̂ = 1 and ε̂2 = 1/

√
µ̃. Hence the nonexistence

result for (2.11) can be applied for µ̃ > µ̂0 large enough.
We conclude that must be a value µ̃split in between µ̃0 and µ̂0 so that (U0(x), V0(x)) exists

for m = 4 and µ̃ < µ̃split but not (immediately) beyond this value.
Remark 2.3. The proof of Theorem 2.2 cannot be applied directly to the more general

system (1.5) of Remark 1.2. Equation (1.4) appears from (1.5) as the leading order part of a
normal form. Thus (1.5) can only be approximated by (1.4) for ε � 1. The proof of Theorem
2.2 is based on the “symmetry” between ε � 1 and ε � 1 in (1.4) and is thus special for the
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Gierer–Meinhardt model. However, the existence result for ε � 1 is based on a combination
of properties of the singular perturbed model. In general, it can be expected that such a
combination no longer exists for ε = O(1) and/or ε � 1. Hence it is natural to suspect that
there is an equivalent of Theorem 2.2 for the general model (1.5) if the model satisfies some
additional conditions. The topological shooting method employed for the proof of this result
in the Gray–Scott context [9] seems to be the most suitable method for the proof of such a
general result.

Remark 2.4. As is explained in the proof of Theorem 2.2, the conditions on the α’s in
(1.2) are based on our preference to have (asymptotically) large solutions in (1.1). Only
the conditions β1 > 0, β2 > 1, and D = 0 (1.3) are necessary for the existence proof in [10].
However, we note that it has been necessary to assume that β1 > 1 in the proof of Theorem 2.1
in [10] in order to be able to apply the standard persistence results of Fenichel; see [21]. Thus
it is not completely straightforward to relax the condition β1 > 1 to β1 > 0 in Theorem 2.1.
(The case β1 = 0 is special; see Remark 2.7 in [10].) Nevertheless, it can thus be expected, by
combining (1.2) and (2.13), that there exist homoclinic solutions in (1.1) of the type described
by Theorems 2.1 and 2.2 for ε � 1 and for ε � 1 if α1 > 1, α2 > 0, β1 > 0, β2 > 1, and
D = 0. Thus one does not expect “splitting dynamics” [7] in this case. However, we will find
in section 4 that the homoclinic pulse pattern cannot be stable when α1 > 1 and µ is large
(Theorem 4.9) so that this (possible) persistence result will not be relevant for the dynamics
of (1.1).

3. Stability analysis. In this section, we consider the stability of the stationary homoclinic
stripe pattern (U(x, y, t), V (x, y, t)) = (U0(x), V0(x)) on the unbounded domain, i.e., with
(x, y) ∈ R2. Due to the lack of structure in the y-direction, we can study the linearized
stability of the stripe by introducing a wave number l ∈ R and set

U(x, y, t) = U(ξ, η, t) = U0(ξ) + u(ξ)eλt eilη,(3.1)

V (x, y, t) = V (ξ, η, t) = V0(ξ) + v(ξ)eλt eilη.

Thus we consider the stability problem in the fast spatial variables, defined by

(x, y) = (εξ, εη).(3.2)

Moreover, it will be convenient to introduce a scaled version l̂ of the wave number l:

l = ε2 l̂.(3.3)

By construction, the wave number l, or l̂, appears as a parameter in the linear stability analysis.
In this and the following sections, we will determine, for any fixed l ∈ R, the spectrum of
the associated ξ-dependent linear operator. The stripe is spectrally stable when the union of
the spectra (over all l ∈ R) has no intersection with the unstable half plane {Re(λ) > 0};
see Remark 1.3. In this paper, we will not consider the nonlinear stability of the stripes. We
refer to [10] for some remarks about the nonlinear theory for the one-dimensional case. In
this section, we present an extension of the Evans function method, the NLEP approach, as it
has been developed in [8], [9], [10]. Here, we sketch the main ideas behind this method. The
statements in this section can all be proved by the methods developed in [9], [10]. We refer
to these papers for the analytical details.
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3.1. The linearized equations. Inserting (3.1) into (1.4) yields, after linearization:{
uξξ = −ε2[α1U

α1−1
0 V β1

0 u+ β1U
α1
0 V β1−1

0 v] + ε4[µ+ λ+ l̂2]u,

vξξ + [β2U
α2
0 V β2−1

0 − (1 + λ+ ε4 l̂2)]v = −[α2U
α2−1
0 V β2

0 ]u,
(3.4)

where we have used (3.2) and (3.3). Note that u(ξ) remains constant to leading order on
ξ-intervals of (at least) O(1) length, as long as µ, λ � 1

ε4
and |l̂| � 1

ε2
, i.e., |l| � 1 (3.3).

System (3.4) can be written as a four-dimensional linear equation,

φ̇ = A(ξ;λ, l̂, ε)φ with φ(ξ) = (u(ξ), p(ξ), v(ξ), q(ξ))t,(3.5)

so that

A(ξ;λ, l̂, ε) =




0 ε 0 0

−εα1U
α1−1
0 V β1

0 + ε3(µ+ λ+ l̂2) 0 −εβ1U
α1
0 V β1−1

0 0
0 0 0 1

−α2U
α2−1
0 V β2

0 0 −β2U
α2
0 V β2−1

0 + (1 + λ+ ε4 l̂2) 0


 .

(3.6)

We know by Theorems 2.1 and 2.2 that V0(ξ) decays much faster than U0(ξ), as function of
|ξ|, for any µ � 1

ε4
. Thus, using (1.2), we can take the limit |ξ| → ∞ in A(ξ):

A∞(λ, l̂, ε) =




0 ε 0 0

ε3(µ+ λ+ l̂2) 0 0 0
0 0 0 1

0 0 (1 + λ+ ε4 l̂2) 0


 .(3.7)

Matrix A(ξ) converges exponentially fast to A∞ for any l̂ ∈ R and any µ � 1
ε4
; i.e., there

exist positive O(1) constants C1,2 such that

‖A(ξ;λ, l̂, ε)−A∞(λ, l̂, ε)‖ ≤ C1e
−C2|ξ| for |ξ| > 1

εσ
, for any σ > 0.(3.8)

As we shall see, this implies that the NLEP approach can be applied to the eigenvalue problem
(3.6). The essential spectrum σess(l) associated to the matrix operator A(ξ;λ, l̂, ε) (3.6) is
for any fixed l determined by A∞ [17]–see also Remark 3.1. Since the eigenvalues Λi and
eigenvectors Ei (i = 1, . . . , 4) of A∞ are given by

Λ1,4(λ, l̂, ε) = ±
√

1 + λ+ ε4 l̂2, Λ2,3(λ, l̂, ε) = ±ε2
√
µ+ λ+ l̂2,

E1,4(λ, l̂, ε) = (0, 0, 1,±
√
1 + λ+ ε4 l̂2)t, E2,3(λ, l̂, ε) = (1,±ε

√
µ+ λ+ l̂2, 0, 0)t,

(3.9)

with Re(Λ1) ≥ Re(Λ2) ≥ Re(Λ3) ≥ Re(Λ4), it follows immediately that

σess(l̂) = {λ ∈ R : λ ≤ max(−µ− l̂2,−1− ε4 l̂2)}.(3.10)
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Hence the essential spectrum has no influence on the stability of the stripe; the (in)stability
is completely determined by the discrete spectrum, i.e., the eigenvalues, of (3.6); see Remark
3.1. We introduce the complement of a δ-neighborhood of the essential spectrum:

Cδ(l̂) = C\ {(Re(λ) < max(−µ− l̂2,−1− ε4 l̂2), |Im(λ)| < δ) or

‖λ−max(−µ− l̂2,−1− ε4 l̂2)‖ < δ},(3.11)

where 0 < δ � 1 is a second asymptotically small parameter that is independent of ε. By
restricting λ to Cδ, we cannot run into problems with the definition and analysis of the Evans
function near the essential spectrum (see below).

Remark 3.1. The spectral stability of the two-dimensional stripe (i.e., (x, y) ∈ R2) is
determined by the eigenvalues λ(l̂) of the l̂-family of one-dimensional systems (3.5) (in ξ ∈
R). It is clear form the “ansatz” (3.1) that a curve of eigenvalues {λ(l̂), l̂ ∈ R} in the
(l, Re(λ))-plane is a component, or branch, of the essential spectrum of the “full” two-
dimensional stability problem associated to the stripe. (Perturbations of the type (3.1) are,
by definition, not integrable over R2.) The full problem cannot have point spectrum, plotted
in the (l, Re(λ))-plane; it consists of a two-dimensional region, {σess(l̂), l̂ ∈ R} (3.10), and
a number of one-dimensional curves {λ(l̂), l̂ ∈ R}. In this paper, we refer to the elements of
these curves as eigenvalues (since they are in the point spectrum of (3.6) for a certain value
of l̂).

3.2. The Evans function. The eigenvalues λ(l̂, ε) of (3.6), i.e., those values of λ for which
(3.6) has an exponentially decaying eigenfunction solution φ(ξ), correspond to zeros of the
Evans function D(λ; l̂, ε) associated to (3.6). Here we give a brief sketch of the construction of
the Evans functions D(λ; l̂) associated to (3.6), following [10]. We refer to [1], [13], [9], [10] for
the details. The definition of D(λ, l̂) and its decomposition is based on the following results.

Lemma 3.2 (see [1], [13], [9], [10]). For all λ ∈ Cδ(l̂), there exist four independent solutions
φj(ξ;λ, l̂, ε) of (3.6), j = 1, . . . , 4, such that

(i) limξ→−∞ φ1(ξ;λ, l̂)e
−Λ1(λ,l̂)ξ = E1(λ, l̂),

(ii) limξ→−∞ φ2(ξ;λ, l̂)e
−Λ2(λ,l̂)ξ = E2(λ, l̂),

(iii) limξ→∞ φ3(ξ;λ, l̂)e
−Λ3(λ,l̂)ξ = E3(λ, l̂),

(iv) limξ→∞ φ4(ξ;λ, l̂)e
−Λ4(λ,l̂)ξ = E4(λ, l̂),

where Λj(λ, l̂) and Ej(λ, l̂), j = 1, . . . , 4 have been defined in (3.9); φ1(ξ;λ, l̂) and φ2(ξ;λ, l̂)

span the two-dimensional family Φ−(ξ;λ, l̂) of solutions to (3.6) that approach (0, 0, 0, 0)t as
ξ → −∞, φ3(ξ;λ, l̂), and φ4(ξ;λ, l̂) span the two-dimensional family Φ+(ξ;λ, l̂) of solutions to
(3.6) that approach (0, 0, 0, 0)t as ξ → ∞. Furthermore, there exist two transmission functions
t1(λ, l̂, ε) and t2(λ, l̂, ε) such that

lim
ξ→∞

φ1(ξ;λ, l̂)e
−Λ1(λ,l̂)ξ = t1(λ, l̂)E1(λ, l̂), lim

ξ→∞
φ2(ξ;λ, l̂)e

−Λ2(λ,l̂)ξ = t2(λ, l̂)E2(λ, l̂);(3.12)

t1(λ, l̂, ε) is analytic as a function of λ ∈ Cδ, and t2(λ, l̂, ε) is only defined for t1(λ) = 0. The
solutions φ1(ξ;λ, l̂) and φ2(ξ;λ, l̂) are determined uniquely: φ1(ξ;λ, l̂) by (i) and φ2(ξ;λ, l̂) by
(ii) and the existence of t2(λ, l̂).
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Note that these results are quite natural. By the limit behavior of the matrix A (3.8), one
expects that there are two independent solutions to (3.6) that behave in the limit ξ → −∞ as
the two independent unstable solutions of the constant coefficients problem associated to the
limit matrix A∞. These are the solutions φ1 and φ2. The solutions φ3 and φ4 correspond to
the stable solutions associated to A∞. Note that neither φ2 nor φ3 is determined uniquely by
these requirements; φ1 and φ4 are selected by the normalizations in (i) and (iv). The existence
of the transmission function t1 confirms the intuitive idea that a general solution of (3.6) will
grow as the most unstable eigenfunction eΛ1ξ as ξ → ∞. The existence of t2 follows from the
observation that φ1 and φ2 are independent: there will be orbits in Φ−(ξ;λ, l̂) that do not
grow as eΛ1ξ if ξ → ∞. The growth of these orbits will then be determined by eΛ2ξ. Thus the
solution φ2(ξ;λ, l̂) is selected as one of these orbits. Note that this construction implies that
t2 cannot be defined “automatically” for t1 = 0.

The Evans function D(λ) is defined by

D(λ, l̂, ε) = det[φ1(ξ;λ, l̂), φ2(ξ;λ, l̂), φ3(ξ;λ, l̂), φ4(ξ;λ, l̂)].(3.13)

The determinant D(λ) does not depend on ξ (since the trace of A(ξ) is 0 [1]) and is analytic
as function of λ for λ ∈ Cδ (or, in general, for λ outside the essential spectrum [1]). It follows
from the general results of [1] that the zeros of D(λ) coincide with the eigenvalues of (3.6),
counting multiplicities. Intuitively, this can be made clear by observing that an eigenfunction
φ of (3.6), associated to an eigenvalue λ, must approach (0, 0, 0, 0)t for both ξ → −∞ and
ξ → +∞. This implies that φ ∈ Φ− ∩ Φ+ so that D(λ) = 0. At the same time, Φ− ∩ Φ+ = ∅
at a zero of D. Hence there must be an eigenfunction φ ∈ Φ− ∩ Φ+.

The Evans function D(λ) can be decomposed into a product of t1(λ), t2(λ) and a nonzero
component:

D(λ, ε) = limξ→∞ det[φ1(ξ), φ2(ξ), φ3(ξ), φ4(ξ)]
= limξ→∞ det[φ1(ξ)e

−Λ1ξ, φ2(ξ)e
−Λ2ξ, φ3(ξ)e

−Λ3ξ, φ4(ξ)e
−Λ4ξ]

= det[t1E1, t2E2, E3, E4]

= 4εt1(λ, l̂, ε)t2(λ, ε, l̂)

√
(µ+ λ+ l̂2)(1 + λ+ ε4 l̂2)

(3.14)

since
∑4

i=1 Λi(λ) ≡ 0 (3.9). Thus the zeros of D(λ, ε) are determined by solving t1(λ) = 0 and
t2(λ) = 0. Since t1(λ) is associated to the “fast” solution φ1, i.e., the solution that behaves
as E1e

Λ1ξ as ξ → −∞, it is relatively straightforward to determine the zeros of t1(λ, l̂).

Lemma 3.3. Let λjf (l) ∈ R be an eigenvalue of the reduced limit problem

(Lf (ξ; l)− λ)v = vξξ + [β2u
α2
h (vh(ξ))

β2−1 − (1 + λ+ l2)]v = 0,(3.15)

where uh = Umax
1 (2.1) and vh(ξ) = the leading order approximation of V0(ξ), i.e., the (pos-

itive) homoclinic solution of v̈ = v − uα2
h vβ2. Then there exists a unique λj(l, ε) such that

t1(λ
j(l, ε), l, ε) = 0 and limε→0 λ

j(l, ε) = λjf (l).

The proof is based on a winding number argument applied to a contour around λjf (l); see
[9], [10] for the details. The result is, once again, quite natural. It follows from the structure of
E1 (3.9) and the approximation (3.8) that the u-component of φ1(ξ) is asymptotically small
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for ξ � −1. Moreover, uξξ = O(ε2) (3.4) for l̂ not “too large” (see below). This yields
that the u-component of φ1(ξ) is also asymptotically small for ξ = O(1/εσ), for some σ > 0.
Hence, as ε → 0, the v-component of the solution φ1 of (3.4) merges with a solution v1 of the
reduced fast limit problem (3.15) that converges to 0 as ξ → −∞. The assumption that the
transmission function t1(λ) has a zero implies that φ1(ξ) does not grow as eΛ1ξ for ξ → ∞.
In the limit ε → 0, this is equivalent to assuming that the solution v1 of (3.15) does not
grow exponentially. Hence v1 is an eigenfunction of (3.15), and λ must be asymptotic to an
eigenvalue. This argument cannot be applied when l̂ becomes “too large.” However, if the
u-component of φ1 does not remain asymptotically small, it will grow exponentially in this
case, which implies that t1 cannot be 0 (see section 3.4).

3.3. The NLEP approach. The NLEP approach has been developed to determine the
zeros of the slow transmission function t2. Here we will sketch this method by assuming that
|l| � 1, i.e., |l̂| � 1/ε2 (3.3). Furthermore, we assume that µ = O(1). In section 3.4, we will
consider the case l ∈ R and µ � 1.

We introduce γ ∈ (0, 2] and assume that |l̂| � 1/ε2−γ . It is clear from (3.4) that u(ξ)
remains constant (at leading order) on intervals of length ≤ O(1/εγ̃), where γ̃ = 1

2 min{1, γ}.
Therefore, we introduce the interval

Iγ = [−1/εγ̃ , 1/εγ̃ ], γ̃ =
1

2
min{1, γ}.(3.16)

By (3.8), we know that outside Iγ , the behavior of the solutions of (3.6) is dominated by the

constant coefficients matrix A∞(λ, l̂) (3.7). Thus we know by Lemma 3.2 that there are O(1)
constants C−, C+ > 0 such that

φ2(ξ;λ, l̂) =

{
E2(λ, l̂)e

Λ2(λ,l̂)ξ +O(e+C−ξ), ξ < −ε−γ̃ ,

t2(λ, l̂)E2(λ, l̂)e
Λ2(λ,l̂)ξ + t3(λ, l̂)E3(λ, l̂)e

Λ3(λ,l̂)ξ +O(e−C+ξ), ξ > +ε−γ̃ .

(3.17)

Here t3(λ, l̂, ε) is a third meromorphic transmission function that determines the component
of φ2 that is associated to the Λ3 eigenvalue of A∞. The u-components of E2,3 = 1 (3.9); thus
it follows that

t2(λ, l̂, ε) + t3(λ, l̂, ε) = 1 +O(εγ̃) for ξ ∈ Iγ(3.18)

(see [9], [10] for all details). We can obtain a second relation between t2 and t3 by imposing a
“matching condition” that couples the slow evolution, i.e., the (almost) linear flow dominated
by A∞, to the fast field. This idea was first developed outside the context of the Evans
function in [8].

Since u = 1, at leading order in Iγ we observe that the v-equation decouples from the full
system (3.4). For ξ ∈ Iγ , we can furthermore approximate U0 by uh = Umax

1 and V0(ξ) by
vh(ξ) (Lemma 3.3). Thus we obtain, at leading order,

(Lf (ξ; ε
2 l̂)− λ)v = vξξ + [β2u

α2
h (vh(ξ))

β2−1 − (1 + λ+ ε4 l̂2)]v(3.19)

= −α2u
α2−1
h (vh(ξ))

β2 , ξ ∈ Iγ .
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Note that we could have neglected the ε4 l̂2v term; it does not have any leading order in-
fluence. However, we prefer to keep the presence of l̂ explicit. The inhomogeneous prob-
lem (3.19) is of Sturm–Liouville type and thus has a unique bounded solution vin(ξ;λ) for
λ ∈ Cδ(ε4 l̂2) = Cδ(0)+ h.o.t. (3.11) and λ = λjf (ε

4 l̂2) = λjf (0)+ h.o.t. (Lemma 3.3); see also
[10]. By construction, we know that vin(ξ) is the leading order approximation of v2(ξ), the
v-component of φ2(ξ) = (u2(ξ), p2(ξ), v2(ξ), q2(ξ)). The evolution of u2(ξ) is thus at leading
order governed by

uξξ = −ε2[α1u
α1−1
h (vh(ξ))

β1 + β1u
α1
h (vh(ξ))

β1−1vin(ξ)](3.20)

(3.4). From this we obtain a leading order approximation of the total change in the u-
component of φ2(ξ) through Iγ :

∆fastuξ = −ε2
∫ ∞

−∞

[
α1u

α1−1
h (vh(ξ))

β1 + β1u
α1
h (vh(ξ))

β1−1vin(ξ)
]
dξ,(3.21)

where we have replaced the integration over Iγ by an integration over R since this does not
have a leading order effect. This expression should match the leading order slow “jump” in
uξ over Iγ , as is described by (3.17):

∆slowuξ = uξ(1/ε
γ̃)− uξ(−1/εγ̃) = [Λ2t2(λ, l̂) + Λ3t3(λ, l̂)]− Λ2.(3.22)

Thus we can solve t2(λ, l̂) by combining (3.18) with the “matching condition” ∆fastuξ =
∆slowuξ:

t2(λ, l̂) = 1− 1

2

√
µ+ λ+ l̂2

∫ ∞

−∞

[
α1u

α1−1
h vβ1

h + β1u
α1
h vβ1−1

h vin
]
dξ.(3.23)

The first order corrections to (3.23) are O(εγ̃) (3.16). Note that t2(λ; l̂) depends almost
trivially on l̂. “Slow” eigenvalues to (3.6) are now determined by solving t2(λ, l̂) = 0. The
nonlocal eigenvalue problem, i.e., the combination of (3.19) and the equation t2(λ, l̂) = 0
(3.23), gets its name from the nonlocal term in (3.23); see Remark 3.6.

We can use the explicit information on uh and vh(ξ) (Theorem 2.1 and Lemma 3.3) to
obtain a somewhat less involved expression for t2(λ, l̂). We first note that the reduced fast
limit problem (3.15) is equivalent to

(Lf (ξ; l)− λ)w = wξξ + [β2(wh(ξ))
β2−1 − (1 + λ+ l2)]w = 0.(3.24)

Using hypergeometric functions, it is possible to determine the eigenvalues and eigenfunctions
of this equation explicitly.

Lemma 3.4. Let J = J(β2) ∈ N be such that J < (β2+1)/(β2−1) ≤ J+1. The eigenvalue
problem (3.24) has J + 1 eigenvalues given by

λjf (l) =
1

4
[(β2 + 1)− j(β2 − 1)]2 − 1− l2 for j = 0, 1, . . . , J(3.25)
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so that −1 − l2 < λJf (l) < λJ−1
f (l) < · · · < λ1

f (l) = −l2 < λ0
f (l). The eigenfunctions wj

f (ξ)

can be expressed explicitly in terms of wh(ξ) and ẇh(ξ); wj
f (ξ) is even, respectively, odd, as

function of ξ for j even, respectively, odd.

See Remark 4.2 for the main ideas behind the proof of this result. Note that the eigenvalues
λjf (l̂) are at leading order given by λjf (0) for |l̂| � 1/ε2 (3.3). Using (1.3) and (2.1), we can
rewrite (3.23) as

t2(λ, l̂) = 1−
√
µ√

µ+ λ+ l̂2

[
α1 − α2β1

W (β1, β2)

∫ ∞

−∞
winw

β1−1
h dξ

]
,(3.26)

where W (β1, β2) is defined in (2.2) and win(ξ) = win(ξ;λ) is the unique bounded solution of

(Lf (ξ; ε
2 l̂)− λ)w = wξξ + [β2(wh(ξ))

β2−1 − (1 + λ+ ε4 l̂2)]w = (wh(ξ))
β2 .(3.27)

We know by Lemma 3.3 that the zeros of t1(λ) are at leading order given by (3.25). However,
we now see by (3.26) that we should expect t2(λ) to have a pole (of order one) near these
same eigenvalues (since Lf (ξ) − λ will, in general, not be invertible at an eigenvalue). The
Evans function D(λ) is analytic in Cδ [1], which implies that a pole of t2(λ) must coincide with
a zero of t1(λ). Thus the eigenvalues of the fast reduced limit problem (3.15)/(3.24) do not
automatically appear as eigenvalues of the full problem (3.6)! Nevertheless, some of the zeros
of t1(λ) persist as zeros of D(λ) (and are thus eigenvalues of (3.6)). The slow transmission
function t2(λ) does not have a pole near λjf (l), i.e., the solution win(ξ) of (3.27) exists, if the
following solvability condition is satisfied:

∫ ∞

−∞
(wh(ξ))

β2wj
f (ξ)dξ = 0.

Since wh(ξ) is even as a function of ξ (Lemma 3.4), we conclude by that D(λ) must have a
zero near λjf (l) for j odd. We can now give a full characterization of the eigenvalues of (3.6).

Lemma 3.5. Let λ ∈ Cδ be a zero of D(λ). Then either t2(λ) = 0 or λ → λjf (3.25) with j
odd as ε → 0.

Since the most unstable eigenvalue of (3.24), λ0
f (l), is cancelled by a pole of t2, we may

conclude that the stability of the homoclinic stripe pattern is determined by the zeros of the
slow transmission function t2(λ, l).

Remark 3.6. The combination of (3.19) with t2(λ, l̂) = 0 (3.23) can, at leading order, be
written in an equivalent but more standard and compact way:

vξξ + [β2u
α2
h vβ2−1

h − (1 + λ)]v =
α2β1u

α2−1
h vβ2

h

α1

∫∞
−∞ uα1−1

h vβ1

h dξ − 2

√
µ+ λ+ l̂2

∫ ∞

−∞
uα1
h vβ1−1

h vdξ,

where v must decay exponentially as ξ → ±∞ (note that v(ξ) = vin(ξ) up to a multiplication
factor). The NLEP equation was originally introduced in a form similar to this in [8].
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3.4. |l̂| � 1 and µ � 1. It follows from the explicit expression (3.26) that t2(λ) must
have zeros near its poles for µ small enough. In that case, t2(λ) is close to 1 on a contour
K encircling the pole so that the winding number of t2 over K must be zero. Since t2 has a
pole inside K (that gives a contribution of −1 to the winding number), it must also have a
zero inside K. Complex eigenvalues come in pairs, and so this argument also implies that the
eigenvalue is real. This result has been established in [10, Theorem 5.1]. The essence of the
proof is the derivation of sufficiently small (and uniform) upper bounds on |t2 − 1| and | ddλ t2|
over the contour K. Due to the factor

√
µ/

√
µ+ λ+ l̂2 in (3.26), that can be made as small

as necessary by decreasing µ; this is a straightforward procedure. (The integrals appearing
in (3.26) can be estimated uniformly for λ on a contour that is bounded away from the pole
[10].) Since l̂ does appear only in t2(λ, l̂) (at leading order) through this same factor, we can
immediately conclude by this winding number argument that t2(λ, l̂) must have a unique zero
near λjf (l) with j even for |l̂| � 1.

We have developed the NLEP procedure under the assumption that |l̂| � 1/ε2−γ for some
γ ∈ (0, 2]. It follows from (3.26) and the above argument that all possible zeros of t2(λ) must
be asymptotically close to a pole of t2(λ) for 1 � |l̂| � 1/ε2−γ . By Lemma 3.5, this implies
that all zeros of D(λ) are asymptotically close to an eigenvalue of the reduced limit problem
(3.24). The NLEP procedure cannot be used for larger l̂; however, it is clear from (3.4) that
this statement must also be valid for these l̂. As soon as |l̂| becomes � 1/ε (i.e., γ < 1), the
u-equation decouples, at leading order, from the system (3.4):

uξξ = ε4[µ+ λ+ l̂2]u+ h.o.t.

This equation cannot have a nontrivial bounded solution. This either implies that u must be
asymptotically small at an eigenvalue of (3.4) when |l̂| � 1/ε or, equivalently, that v must be
asymptotically large. (Note that u has been scaled to be close to 1 in the development of the
NLEP approach.) Hence v must be a solution of (3.15) at leading order (Lemma 3.3).

Lemma 3.7. Assume that µ = O(1) and that |l̂| � 1, i.e., |l| � ε2 (3.3). All eigenvalues
λ(l) of (3.6) are real and asymptotically close to an eigenvalue λjf (l) of the fast reduced limit
problem (3.4)/(3.24).

This result also implies that (3.6) has only nontrivial eigenvalues for l̂ = O(1).
So far we have not considered the case µ � 1. The extension of the analysis to 0 < µ =

µ̃/εm � 1/ε4, i.e., m ∈ [0, 4), is straightforward: we have seen in section 2.1 that (1.4) can
be scaled to (2.8). The only difference between these two equations is the magnitude of the
factors in front of the Ut and the Ũt, ε

2 and ε̃2 × ε̃4m/(4−m). This introduces an extra factor
ε̃4m/(4−m) in the Evans function/NLEP analysis that is asymptotically small (for m > 0) so
that (3.26) reduces to

t̃2(λ,
ˆ̃
l) = 1−

√
µ̃√

µ̃+
ˆ̃
l
2

[
α1 − α2β1

W (β1, β2)

∫ ∞

−∞
win(ξ̃;λ)(wh(ξ̃))

β1−1dξ̃

]
,(3.28)

with
ˆ̃
l the m > 0 equivalent of l̂ (2.7), (3.3):

l = ε̃2
ˆ̃
l = ε2−m/2ˆ̃l.(3.29)
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Thus, for µ � 1, t̃2 depends only on λ through win (3.27). To understand the evolution of the
eigenvalues of (3.6) as µ is increased from O(1) to O(1/ε4), we need to formulate an equivalent
of Lemma 3.7 for µ = O(1/εm) in terms of the original, unscaled, wave number l.

Lemma 3.8. Assume that µ = O(1/εm) with m ∈ [0, 4). All eigenvalues λ(l) of (3.6) are
real and asymptotically close to a fast reduced eigenvalue λjf (l) for |l| � ε2−m/2; λ(l) = λ(0)

are at leading order for |l| � ε2−m/2; i.e., for |l| � ε2−m/2, the eigenvalues of (3.6) are at
leading order given by those that determine the stability of the one-dimensional pulse problem.

The proof follows immediately from (2.7), (3.2), and (3.3). Note that l̃ = l but that the

analysis form > 0 is done in terms of ε̃ so that
ˆ̃
l = l̂ (3.29): |l| � ε2−m/2 corresponds to |ˆ̃l| � 1,

which simplifies (3.28) even further. As was the case for the geometric singular perturbation
approach to the existence problem in section 2, we cannot use the NLEP approach to study
the stability of the stripes when m is increased to 4 (since ε̃ becomes O(1) for m = 4 (2.7)).
This case will be considered in section 5.

Lemmas 3.7 and 3.8, of course, have an immediate impact on the stability of the homoclinic
stripe pattern (U0(x), V0(x)). In [10], it has been shown that the one-dimensional pulse pattern
can be (spectrally) stable, i.e., that all eigenvalues λ(l) can satisfy Re(λ(0)) ≤ 0 (depending
on the parameters α1, α2, β1, β2, and µ; see section 4). However, for |l| � ε2−m/2, there is a
(real) eigenvalue of (3.6) near λ0

f (l), and this eigenvalue can be positive (3.25). We define the
critical value lR,stab of l by

lR,stab =

√
1

4
(β2 + 1)2 − 1(3.30)

so that λ0
f (l) < 0 for |l| > lR,stab. Lemma 3.8 can be applied to ±l near lR,stab if ε2−m/2 � 1

(3.30), i.e., if 2 − m/2 > 1. Thus we recover the same critical boundary m < 4 as in the
existence analysis (Theorem 2.2)! Since λ0

f (l) becomes positive as |l| decreases through lR,stab,
we conclude the following theorem.

Theorem 3.9. The homoclinic stripe pattern (U(x, y, t), V (x, y, t)) = ((U0(x), V0(x)) is un-
stable as a solution of (1.4) for (x, y) ∈ R2, for 0 < µ � 1/ε4.

This result does not exclude the possibility of asymptotically stable homoclinic stripe
patterns on R2, as we shall see in section 5. By Theorem 2.2 we know that (U0(x), V0(x))
exist up to µ = µ̃split/ε

4, and the theorem does not include case m = 4. Moreover, this result
does not give any insight into the transition from the (possibly stable and complex) eigenvalues
in the one-dimensional case (l = 0) to the unstable real eigenvalues at |l| � ε2−m/2. This
will be discussed in detail in section 4. For 0 < m < 4, it follows from Lemma 3.8 that the
transition occurs at |l| = O(ε2−m/2), and we expect two symmetrical “bands” of unstable
wave numbers—the one with l > 0 being bounded from below by an O(ε2−m/2) expression
and from above by lR,stab = O(1). As m ↑ 4, the width of the unstable bands decreases, and
all boundaries become O(1). This implies that the bands of unstable wave numbers might
disappear as µ becomes O(1/ε4), i.e., that the homoclinic stripe pattern might become stable.
See also Remark 4.7 for an explicit, quantitative, but formal refinement of this argument.
Note, however, that the stripe patterns can only be stabilized when the band of unstable wave
numbers disappears before µ reaches µsplit = O(1/ε4), the upper boundary on the existence
domain of the homoclinic stripes (Theorem 2.2). Since m = 4 corresponds to ε̃ = 1 (2.7), we
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cannot study this case by the asymptotic NLEP analysis. In section 5, we will consider the
stability of the homoclinic stripe patterns for µ up to µsplit by numerical simulations.

Remark 3.10. The instability associated to lR,stab is of so-called varicose type, since the
associated eigenfunction, w0

f (ξ), is even as a function of ξ (Lemma 3.4); see [32], [18]. This is
confirmed by the numerical simulations of section 5: there, it is shown that lR,stab marks the
transition of a stripe pattern to a spot pattern.

4. The eigenvalues as function of l. In this section, we determine all eigenvalues λ(l) of
(3.6) explicitly as a function of l ∈ R. Lemma 3.7 provides all relevant information of λ(l) for
l � ε2, i.e., l̂ � 1, so that we need only to consider l̂ = O(1) here. The case µ = O(1/εm),
m ∈ (0, 4), can be considered as a subcase of µ = O(1) since (3.28) is equivalent to considering
µ � 1 and l̂ � 1 in (3.26), as we have seen above.

4.1. Hypergeometric functions. The NLEP equation, i.e., the system of t2(λ, l) = 0
(3.26) coupled to (3.27), can be solved explicitly (with the aid of Mathematica) by transforming
(3.27) into a hypergeometric differential equation. As in [10], we first consider (3.24) and
introduce P = P (λ, l), F = F (ξ;P ), and the new independent variable z by

P (λ, l) =
√
1 + λ+ l2, w(ξ) = F (ξ)(wh(ξ))

P , z =
1

2

(
1− ẇh(ξ)

wh(ξ)

)
,(4.1)

where wh(ξ) = wh(ξ, β2) is the homoclinic solution defined by (2.3) that can be expressed
explicitly by

wh(ξ, β2) =

(
β2 + 1

2 cosh2 1
2(β2 − 1)ξ

) 1
β2−1

(4.2)

[4]. Note that P = P (λ, 0) at leading order in the region where the zeros of t2(λ) are not pre-
scribed by Lemma 3.7. The eigenvalue problem (3.24) can now be written as a hypergeometric
differential equation [26] for F as function of z:

z(1− z)F ′′ + (1− 2z)
β2 + 2P − 1

β2 − 1
F ′ + 2

(β2 − P )(β2 + 1)− 2P (P − 1)

(β2 − 1)2
F = 0(4.3)

(see Remark 4.2). The inhomogeneous problem (3.27) can be transformed in precisely the
same fashion. Following (4.1), we introduce G(z) by

F (z;P, β2) =
[2(β2 + 1)]

β2−P
β2−1

(β2 − 1)2
G(z;P, β2)(4.4)

so that (3.19) can be written as an inhomogeneous hypergeometric differential equation:

z(1− z)G′′ + (1− 2z)
β2 + 2P − 1

β2 − 1
G′(4.5)

+ 2
(β2 − P )(β2 + 1)− 2P (P − 1)

(β2 − 1)2
G = [z(1− z)]

1−P
β2−1 .
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This equation can be solved explicitly in terms of the independent hypergeometric func-
tions that are solutions of the associated homogeneous problem (4.3); G(z;P ) is determined
uniquely by the condition that win(ξ) is bounded for ξ → ±∞; see [10] for the details. We
introduce

R(P ;β1, β2) =
1

B(β1,β2)

∫ 1

0
G(z;P, β2)[z(1− z)]

P+β1−β2
β2−1 dz,

with B(β1, β2) =
(β2−1)2

2β1(β2+1)

∫ 1

0
[z(1− z)]

β1−β2+1
β2−1 dz,

(4.6)

where the integral in B(β1, β2) comes from the term W (β1, β2) (2.2) so that the equation for
t2(λ) (3.26) can be written as

t2(λ, l̂) = 1− [α1 − α2R(P ;β1, β2)]

√
µ

µ+ λ+ l̂2
,(4.7)

with P = P (λ, l) (4.1). Thus we conclude that the equation t2(λ, l̂) = 0 can be solved explicitly
by (4.7) (with the use of Mathematica). In general, its solutions, i.e., the eigenvalues of (3.6),
will be complex. The real eigenvalues can be found through the graph of µreal(λ), where µreal

solves t2(λ) = 0:

µreal(λ, l̂) =
λ+ l̂2[

α1 − α2R(P (λ, l̂);β1, β2)
]2 − 1

,(4.8)

with the extra condition

α1 − α2R(P ;β1, β2) ≥ 0.(4.9)

In section 4.3, we will use (4.8) to derive some general (in)stability results. It is clear that
understanding R(P ;β1, β2) is crucial to the analysis of µreal(λ, l̂). The following (technical)
lemma extends the results on R(P ;β1, β2) in [10].

Lemma 4.1. (i) R(P ;β1, β2) and its derivative can be determined explicitly at P = 1:

R(1, β1, β2) =
β1

β2 − 1
,

∂

∂P
R(1, β1, β2) =

2β1 − β2 + 1

(β2 − 1)2
,(4.10)

where P = 1 corresponds to λ = λ1
f (= 0, at leading order, for |l| � 1 (4.1)).

(ii) The leading order behavior of R(P ;β1, β2) is, for P � 1, given by

R(P ;β1, β2) = − β2
1(β2 + 1)

2β1 + β2 − 1

1

P 2
+O

(
1

P 4

)
.(4.11)

These results give only leading order approximations. It is possible to determine higher
corrections (as can be seen from the proof below). Moreover, the equivalents of (i) can be
obtained for all (eigen)values of P that correspond to a λjf with j odd.
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Proof. The key to the derivation of (4.10) is the observation that (4.5) or, equivalently,
(3.27), has a simple solution, i.e., not in terms of hypergeometric functions, at P = 1, or
λ = λ1

f = 0 at leading order; see also [10]. The solution to (3.27) at λ = 0 is given by

win(ξ; 0) =
1

β2 − 1
wh(ξ) + Cẇh(ξ),(4.12)

where C ∈ R is a free constant. (The solution to (3.27) cannot be unique since λ1
f is an

eigenvalue; ẇh(ξ) is the eigenfunction w1
f (ξ) associated to λ1

f ; recall that wh(ξ) has been
defined in (2.3).) The function R(P ;β1, β2) can, of course, also be expressed in terms of
win(ξ) instead of G(z) (4.6):

R(λ;β1, β2) =
β1

W (β1, β2)

∫ ∞

−∞
win(ξ;λ)(wh(ξ))

β2−1dξ(4.13)

(see (2.2)). Substituting (4.12) into (4.13) yields the first part of (4.10). Note that the C
drops out of the equation since ẇh(ξ) is odd as a function of ξ. The second identity in (4.10)
can be obtained in a similar fashion.

The leading order behavior of R(P ;β1, β2) for P 2 = 1 + λ + l̂2 � 1 (4.1) can again be
obtained from (3.27) and (4.13). We decompose win(ξ;P

2) into

win(ξ;P ) =
1

P 2
w1(ξ) +

1

P 4
wr(ξ;P )

and substitute this into (3.27). It follows that w1(ξ) = −(wh(ξ))
β2 and that wr(ξ;P ) = O(1)

with respect to the small parameter 1/P 2. Together with the explicit expression (4.2), the
expansion of win can now be used to evaluate the leading order behavior of R(P ;β1, β2) by
(4.13).

Remark 4.2. An eigenfunction of (3.24) is a solution that decays for ξ → ±∞ and therefore
corresponds by (4.1) to a solution F (z) of (4.3) that is regular at both z = 0 and z = 1. Lemma
3.4 can now be proved using the classical theory on hypergeometric functions (see [26]), by
which the local expansions of F (z) near z = 0 and z = 1 can be studied (see [10] for all
details).

4.2. The classical Gierer–Meinhardt equation. In this subsection, we consider the special
case α1 = 0, α2 = −1, β1 = 2, β2 = 2 in full detail. However, some of our results extend
immediately to the general case and will thus be presented in the general setting. The classical
parameter combination corresponds to the original (biological) values of the parameters in [15].
Since β2 = 2, there are three eigenvalues to the fast reduced equation (3.24): λ0

f (l) =
5
4 − l2,

λ1
f (l) = 0− l2, and λ2

f (l) = −3
4 − l2 (Lemma 3.4).

We first consider the stability of the one-dimensional pulse pattern (that was already
established in [10]); i.e., we search for eigenvalues λj(µ, l) of (3.6) with l = 0. For µ small
enough, there are three eigenvalues: λ0(µ, 0), λ1(µ, 0), and λ2(µ, 0). Two of them already
occurred in the general analysis of section 3. There is a solution λ0(µ, 0) of t2(λ, 0) = 0 close
to the pole 5

4 (see section 3.4 or Theorem 5.1 in [10]); λ2(µ, 0) ≡ 0 is the “trivial” solution of
t1(λ, 0) = 0, i.e., the eigenvalue that corresponds to the translation symmetry in (1.4). Note
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Figure 4.1. The curves (a) µreal(P, 0) and (b) R(P ;β1, β2) for the classical Gierer–Meinhardt equation.

that there is no eigenvalue (yet) near the pole of t2(λ, 0) at −3
4 since this pole is imbedded

in the essential spectrum σess(0) for µ > 0 small enough (3.10); this eigenvalue will appear
from the essential spectrum as an edge bifurcation when µ increases (see also Remark 4.8).
However, for 0 < µ � 1, there is a second zero of t1(λ, 0) close to λ = 0 that can be determined
explicitly by using (4.10) to solve t2(λ, 0) = 0 (4.7) for λ = O(µ): λ1(µ, 0) = 3µ+O(µ2).

Of course, this is not special for the classical case: all three eigenvalues λj(µ, 0) also
exist for the general homogeneous case [10], and λ1(µ, 0) can be determined explicitly for all
parameters that satisfy (1.2):

λ1(µ, 0) =
D2 + 2(β2 − 1)D

(β2 − 1)2
µ+O(µ2) for 0 < µ � 1,(4.14)

with D as in (1.3)—see also the proof of Theorem 4.10.
We use Mathematica to computeR(P ;β1, β2), t2(λ, 0), and µreal(λ, 0) so that we can follow

λ0(µ, 0), λ1(µ, 0), and λ2(µ, 0) as µ is increased. Condition (4.9) is met for all λ between the
poles λ0

f = 5
4 and λ2

f = −3
4 ; therefore, µreal(λ, 0) is defined on this interval. However, µreal(λ, 0)

is only positive on the interval (0, λ0
f ), and µreal(0, 0) = µreal(

5
4 , 0) = 0 (see (4.8); recall that

R(P ) has a pole at λ = 5
4). Thus we recover for µ small enough the eigenvalues λ0(µ, 0) and

λ1(µ, 0). The graph of µreal(λ, 0) has a maximum value of µcomplex = µcomplex(0) = 0.053 . . . ,
and at this value the two real eigenvalues λ0(0) and λ1(0) merge and become a pair of complex
conjugated eigenvalues; see Figure 4.1(a). If µ is increased further, the real part of the two
complex eigenvalues decreases and eventually becomes negative. Thus the homoclinic pulse is
stabilized by a Hopf bifurcation at µ = µHopf = µHopf(0) = 0.36 . . . . All eigenvalues remain in
the stable half plane for all µHopf(0) < µ � 1/ε4. The upper bound on µ reflects the fact that
we cannot analyze the case µ = O(1/ε4) by the NLEP method (see section 3.4). In section
5, we will see that the pulses are (numerically) stable up to µsplit = O(1/ε4). The following
result is a (straightforward) extension to µ � 1 of Theorem 5.11 in [10].

Theorem 4.3 (see [10]). Let α1 = 0, α2 = −1, β1 = 2, β2 = 2, and 0 < µ � 1/ε4. The
pulse solution (U0(x), V0(x)) is (spectrally) stable as a solution of the one-dimensional Gierer–
Meinhardt equation, i.e., (1.4), in which there is no y-dependence, for µ > µHopf = µHopf(0) =
0.36 · · ·+O(ε) and unstable for µ < µHopf .
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As was already noted, λ0(µ, 0), λ1(µ, 0), and λ2(µ, 0) are not the only eigenvalues: at
points where α1 − α2R(P ;β1, β2) = R(P ; 2, 2) = 0, so that the graph of µreal(λ, l̂) is tangent
to the edge of the essential spectrum (3.10), there is an edge bifurcation at which a fourth
eigenvalue λ3(µ, 0) ∈ R “pops” out of the essential spectrum. This occurs at µ = µedge =
µedge(0) = 0.77 · · ·+O(ε) = −λ3(µedge(0), 0). Note that λ

3(µ, 0) appears just below the second
pole λ2

f = −3
4 . The eigenvalue λ3(µ, 0) exists for all µedge(0) < µ � 1/ε4; it moves slowly

toward λ = −1 as µ increases. Since λ3(µ, 0) remains real and negative for all µ, it plays no
role in the stability analysis (see also Remark 4.8).

The function µreal(λ, l̂) and the bifurcation values µHopf , µcomplex, and µedge are functions

of l̂. Therefore, the bifurcations will vary with l̂ and may even disappear. Moreover, when
l̂ = 0, it is possible that the eigenvalue λ = 0 is no longer isolated: one of the real eigenvalues
can move through 0. The influence of l̂ on µreal(λ, l̂) is eminent from (4.8). It is possible to
express µreal(λ, l̂) in terms of µreal(λ, 0) by using the fact that all quantities involved are real:

µreal(λ, l̂) = µreal(λ, 0)

(
1 +

l̂2

λ

)
.(4.15)

Note that this identity holds for any (allowed) combination of α1, α2, β1, β2; it is not special
for the classical case. For positive λ, the multiplication shifts µreal(λ, l̂) upward with respect
to µreal(λ, 0). Furthermore, the multiplication has a stronger effect for lower λ, which results
in a shift of the maximum of the graph of µreal(λ, l̂) toward lower λ: the value of µcomplex(l̂)

will increase with increasing l̂, whereas the corresponding eigenvalue will decrease. Between
λ2
f and λ1

f = 0, µreal(λ, 0) is defined (condition (4.9)) but negative (4.8); see Figure 4.1(a) and
(b). (Note that (4.9) reduces to R(P ; 2, 2) ≥ 0.) Since the multiplication factor is negative
when −l̂2 < λ < 0, µreal(λ, l̂) is positive for these λ. Therefore, there can be negative real
eigenvalues for l̂ = 0; see Figure 4.2. The function µreal(λ, l̂) is always zero at λ = λ2

f (l̂);

thus, by the pole in R(P ), the limit µ → 0 of λ1(µ, l̂) is given by max(−l̂2,−λ2
f (l̂)) (recall

that λ1(µ, 0) is the positive real eigenvalue near 0 for µ small enough). Thus, λ1(µ, l̂) < 0 for
µ small enough, and it increases with µ. It crosses through zero at some critical value of µ,
called µdouble(l̂); see Figure 4.2. Note that for l̂ = O(1) there are two eigenvalues at zero (at
leading order) for this value of µ: λ1(µ, l̂) and λ2(µ, l̂) (Lemmas 3.4 and 3.5). The value of
µdouble(l̂) can by construction be found by evaluating µreal(λ, l̂) (4.7) at λ = 0, i.e., P = 1, at
leading order (4.1). Since this argument is neither special for the classical Gierer–Meinhardt
case nor for µ = O(1), we use (4.9) and (1.3) and formulate the outcome in its most general
setting.

Corollary 4.4. Assume that µ = µ̃/εm = O(1/εm) with 0 ≤ m < 4 and that |l| � 1. Then,
for any given l, there is a uniquely determined µdouble(l), with

µdouble(l) =
(β2 − 1)2

D2 + 2(β2 − 1)D

l2

ε4
� 1

ε4
, µ̃double =

(β2 − 1)2

D2 + 2(β2 − 1)D
ˆ̃
l
2

(4.16)

(3.29), at leading order, such that eigenvalue problem (3.6) has a double eigenvalue at λ = 0.
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Figure 4.2. The function µreal(λ, l̂) for various choices of l̂ > 0: l̂ = 1
2
, l̂ = 1

2

√
2, l̂ = 1

2

√
3, l̂ = 1.

Equivalently, for any µ, there is a uniquely determined value lL,stab > 0 of l, with

lL,stab = ε2
√
D2 + 2(β2 − 1)D

β2 − 1

√
µ � 1,

ˆ̃
lL,stab =

√
D2 + 2(β2 − 1)D

β2 − 1

√
µ̃,(4.17)

at leading order, such that the nonlocal eigenvalue problem t2(λ; l) = 0 has a solution at λ = 0.

Thus, although the eigenvalue problem (3.6) can have many eigenvalues (Lemmas 3.4 and
3.5), there is only one value of µ for which an eigenvalue can cross through λ = 0 (for a given
|l| � 1). Note that in the classical case with µ = O(1), (4.16) and (4.17) reduce, at leading
order, to

µdouble(l) =
l2

3ε4
=

l̂2

3
and lL,stab = ε2

√
3µ or l̂L,stab =

√
3µ.(4.18)

In Figure 4.3, we have used the expression for t2(λ, l̂, µ) in terms of hypergeometric functions
to plot the “orbits” of the eigenvalues λ0(µ, l̂) and λ1(µ, l̂) as function of µ for several values
of l̂. There is a critical value of l̂ at which the Hopf bifurcation disappears in the sense
that both eigenvalues λ0,1(µ, l̂) become (or remain) real and negative before they merge. At
this bifurcation value of l̂, l̂ = l̂triple, µcomplex(l̂), and µdouble(l̂) merge so that, by definition,

µcomplex(l̂triple) = µdouble(l̂triple) = µHopf(l̂triple)
def
= µtriple; see Figures 4.2(b), 4.3(c), and 4.4.

This value of l̂ can determined explicitly by taking the derivative of µreal(λ, l̂) with respect to
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Figure 4.3. The orbits through the complex plane of the eigenvalues λ0(µ, l̂) and λ1(µ, l̂) as function of
µ, for several values of l̂: l̂ = 0, l̂ = 1

2
, l̂ = 1

2

√
2, l̂ = 1

2

√
3. Note that λ0(0, l̂) = 5

4
and λ1(µ, l̂) = 0 at leading

order for these (O(1)) values of l̂.

λ. This expression must be equal to 0 at λ = 0 and l̂ = l̂triple. It follows from Lemma 4.1 that

l̂triple = ±1
2

√
2 and µtriple = 1

6 (at leading order) in the classical Gierer–Meinhardt case (see
Remark 4.6 for the general case).

For the stability analysis, it is more natural to fix µ and to determine the behavior of the

eigenvalues λj(µ, l) as function of l or l̂,
ˆ̃
l. The following result follows directly from the above

analysis and gives a precise description of the unstable eigenvalues of (3.6) in the classical
Gierer–Meinhardt case.

Theorem 4.5. Let α1 = 0, α2 = −1, β1 = 2, β2 = 2, and 0 < µ � 1/ε4. There is one unique
unstable eigenvalue λ0(µ, l) > 0 for any l ∈ (lL,stab, lR,stab) = (ε2

√
3µ,
√

5/4) at leading order.
There are no unstable eigenvalues for l > lR,stab. Except for the symmetrical eigenvalues with
l < 0, these are the only unstable eigenvalues for µ > µHopf(0) = O(1). For µtriple = 1/6 <
µ < µHopf(0), there is an additional interval (0, lC,stab(µ)) ⊂ (0, lL,stab) in which (3.6) has
a pair of complex conjugate unstable eigenvalues; for 0 < µ < µtriple, there are always two
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Figure 4.4. The graphs of the bifurcation values µdouble(l̂), µcomplex(l̂), and µHopf(l̂) as functions of l̂2.
Note that (l̂2triple, µtriple) = (

1
2
, 1

6
).

unstable eigenvalues in the interval (0, lL,stab), both of which are real when 0 < µ < µcomplex(0).

Note that only the eigenvalues λ0(µ, l) and λ1(µ, l) are important for the stability of the
homoclinic stripe pattern. We know that there can be a fourth eigenvalue, λ3(µ, l), for µ large
enough, but this eigenvalue always remains negative; see Remark 4.8 (recall that λ2(µ, l) = −l2

at leading order). In Figure 4.5, the graphs of λj(µ, l), j = 0, 1, are plotted for several values
of µ.

Remark 4.6. The critical values l̂triple and µtriple are defined by µcomplex(l̂triple)

= µdouble(l̂triple) = µHopf(l̂triple) = µtriple. Since

∂

∂λ
µreal(λ, l̂)|λ=0 =

([α1 − α2R(1)]2 − 1) + 2(λ+ l̂2) [α1 − α2R(1)]α2R′(1)∂P∂λ |λ=0

([α1 − α2R(1)]2 − 1)2

(at leading order), it follows by (4.10) and (1.3) that

l̂2triple = − [α1 − α2R(1;β1, β2)]
2 − 1

α2R′(1;β1, β2) (α1 − α2R(1;β1, β2))
=

D(β2 − 1)(D + 2(β2 − 1))

|α2|(2β1 − (β2 − 1))(D + (β2 − 1))

at leading order (recall that α2 < 0 (1.2)). Note that l̂triple does not exist for 2β1−(β2−1) < 0;
see also section 4.3 and Theorem 4.10. Finally, we see from (4.16) that

µtriple =
(β2 − 1)3

|α2|(2β1 − (β2 − 1))(D + (β2 − 1))
.

Note that we have considered only the case µ = O(1), the case µ = O(1/εm) follows immedi-
ately.

Remark 4.7. As µ becomes O(1/ε4), the derivations of the expression for lL,stab (4.17) and
lR,stab (3.30), both of which have become O(1), can no longer be valid. This is of course so,
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Figure 4.5. The (real parts of) the two critical eigenvalues λ0(µ, l̂) and λ1(µ, l̂) as function of l̂ for
l̂ ∈ (0,O(1/ε2)) or, equivalently, l ∈ (0,O(1)): µ = µtriple =

1
6
< µHopf(0), µ = µHopf(0), µ = 0.5 > µHopf(0),

and µ = 25� µHopf(0).

since the asymptotically small parameter ε̃ has become O(1) (2.7), but if we proceed formally
and assume that all results of the preceding sections can be extrapolated to this case, we
see two other reasons why these derivations break down. The former is no longer valid since
λ = 0 no longer corresponds to P = 1 at leading order for l = O(1) (4.1), and the latter is no
longer valid since its derivation is based on the fact that all eigenvalues of (3.6) are close to
the eigenvalues of the fast reduced system for l large enough, but l = O(1) is no longer large
enough if m = 4 (see Lemma 3.8). For a given value of µ, both lL,stab(µ) and lR,stab(µ) are
defined as these values of l for which there is an eigenvalue λ = 0. Thus, if we again assume
formally that the expression (4.8) for µreal(λ, l̂) can be extrapolated to µ = O(1/ε4), we see
that both lstab’s must solve the equation

µ = µreal(0, l) =
l2

[α1 − α2R(P (0, l);β1, β2)]
2 − 1

(4.19)

(recall (3.3)). This expression has exactly the same form as µreal(λ, 0) (4.8) after the inter-
change λ ↔ l2! Thus µreal(0, l) is in essence given by Figure 4.1(a). For µ small enough, we can
indeed formally determine two zeros, lL,stab(µ) and lR,stab(µ). However, there is a maximum,
explicitly given by µ = µcomplex(0)/ε

4, at which these zeros come together. For higher values
of µ > µcomplex(0)/ε

4, there are no solutions so that there is no interval in which (3.6) has
unstable eigenvalues (Theorem 4.5): the homoclinic stripe pattern must be stable. Of course,
this is a completely formal argument; however, we shall see in the numerical simulations of
section 5 that this “analysis” is qualitatively, although not quantitatively, correct.

Remark 4.8. Just as in the l̂ = 0 case, there can be edge bifurcations for l̂ = 0. We first
consider the case when µ = O(1). Edge bifurcations occur as α1 − α2R(P ;β1, β2) = 0. For
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these critical values, the graph of µreal(λ, l̂) is tangent to the edge of the essential spectrum
(3.10)—see Figure 4.1(a) for the case when l̂ = 0. It follows from (3.10) that µedge(l̂) =

−λedge − l̂2, with −1 < λ3(µedge(l̂), l̂) = λedge < λ2
f = −3/4, which implies that the edge

bifurcation value µedge(l̂) decreases with increasing l̂. For 1 > l̂ >
√−λedge, µedge(l̂) is negative

so that eigenvalue λ3(µ, l̂) is present for all µ > 0. However, when l̂ > 1, the multiplication
factor in front of the µreal(λ, 0) in (4.15) is negative for all λ ∈ (−1, 0) so that µreal(λ, l̂) must
be negative for all allowed (4.9) with −1 < λ < λ2

f (l̂) = −3/4 at leading order; see Figure 4.2.

Thus, for these values of l̂, the edge eigenvalue λ3(µ, l̂) has again disappeared back into the
essential spectrum. A similar argument can be applied to the case when µ = O(1/εm) with
m ∈ (0, 4). It follows that the edge eigenvalues do not play a role in the stability question.

4.3. Stability analysis for general α1, α2, β1, β2. So far, we have obtained a number of
general results that seem to suggest that it is possible to obtain an equivalent of Theorem 4.5
for a large (and open) set Vclassical of parameter values (α1, α2, β1, β2). For instance, there is
the result of [10] on the existence of two positive eigenvalues, λ0(µ, 0) (near λ0

f (0)) and λ1(µ, 0)

(near λ1
f (0)), for 0 < µ small enough and α1, α2, β1, β2 satisfying (1.2); see also sections 3.4

and 4.2 (4.14). Moreover, we note that, for l̂ = 0, eigenvalues cannot cross through λ = 0,
i.e., that λ = 0 is always a simple eigenvalue (for l̂ = 0) so that (in)stability can only set in
by a Hopf bifurcation. This observation was already made in [10], and it follows from Lemma
4.1 (4.10) and (4.7) that

t2(0, 0) = 1−
[
α1 − α2

β1

β2 − 1

]
= − D

β2 − 1
< 0

by (1.3). Hence D(λ, 0) always has a simple zero (associated to t1(λ, 0)) at λ = 0. The combi-
nation of these results with the transparent relation (4.15) between µreal(λ, 0) and µreal(λ, l̂)
and the results of Corollary 4.4. and Remark 4.6 suggest that a generalization of the classical
case considered in Theorem 4.5 must be feasible, i.e., that there indeed is a large and open
subset Vclassical of the (α1, α2, β1, β2) parameter space in which a result similar to Theorem
4.5 can be proved.

However, we will not pursue such a general result here. Instead we will formulate two
results in which the behavior of the eigenvalues (as functions of µ) differs significantly from
that in the classical case considered in the previous section. For simplicity, we will mainly
focus on the one-dimensional case; i.e., we consider homogeneous perturbations with l = l̂ = 0.

We know that there must be two real unstable eigenvalues, λ0(µ, 0) and λ1(µ, 0), for µ
small enough. We have seen in the previous section that λ0,1(µ, 0) can merge at a critical value
µcomplex(0) and become a pair of complex conjugated eigenvalues. However, such a pair of
complex conjugated eigenvalues does not necessarily remain complex for all µ > µcomplex(0).
In Figure 4.6 it is shown that, for α1 = 5/4, α2 = −3, and β1 = β2 = 2, the complex conjugate
pair λ0,1(µ, 0) crosses to the stable side of the Im(λ)-axis at a certain value µHopf(0) so that
the one-dimensional pulse becomes stable. Nevertheless, the pair returns to the Re(λ) > 0
half plane at a µHopf,2(0) so that the pulse pattern again destabilizes. This bifurcation is
followed (for increasing µ) by another bifurcation, at µ = µcomplex,2(0), at which the complex
pair splits again into a pair of (unstable) real eigenvalues. The (re)occurrence of unstable real
eigenvalues for µ large enough is a general phenomenon.
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Figure 4.6. (a) The orbits of the eigenvalues λ0(µ, l̂) and λ1(µ, l̂) through the upper half plane as function
of µ for α1 = 5/4, α2 = −3, β1 = β2 = 2, and l̂ = 0; (b) zooms in near the Im-axis. Note that there are two
(Hopf-) bifurcation values: µHopf(0) and µHopf,2(0) > µHopf(0).

Theorem 4.9. Let (α1, α2, β1, β2) satisfy (1.2), and assume that α1 > 1. Then there is a
critical O(1) value µdestab(0;α1, α2, β1, β2) of µ so that, for all µ > µdestab(0) (and µ � 1/ε4),
the eigenvalue problem (3.6), with l = 0, has (at least) one unstable, real eigenvalue λ0(µ, 0);
for µ � 1, λ0(µ, 0) is given by

λ0(µ, 0) = (α2
1 − 1)µ+O(1).(4.20)

Proof. We know from (4.11) that limλ→∞R(P (λ), β1, β2) = 0. Thus existence condition
(4.9) will be satisfied for λ or P large enough if α1 > 0. We see by (4.11) and (4.8) that

µreal(λ, 0) =
λ

α2
1 − 1

+O(1)

for large λ (recall (4.1)), which implies that there must be an unstable eigenvalue λ0(µ, 0),
given by (4.20), for α1 > 1 and µ beyond a certain critical value µdestab(0).

Note that we have not necessarily proved the reoccurrence and thus the existence of a pair
of unstable eigenvalues, as appears in the example of Figure 4.6. It is, a priori, also possible
that the λ0(µ, 0) of Theorem 4.9 “just” decreases toward λ0

f (0) as µ decreases to 0, without

ever becoming complex. In this case, the unstable eigenvalue λ0(µ, 0), which must exist close
to λ0

f (0) for µ small enough, always remains larger then λ0
f (0). This implies that λ0(µ, 0)

cannot merge with λ1(µ, 0), as happened in the classical case. It is shown in [10] that the
homoclinic pulse pattern is unstable for any µ > 0 if λ0(µ, 0) > λ0

f (0) for µ small enough.
This implies in terms of Theorem 4.9 that µdestab(0) = 0.

Theorem 4.9 also indicates that the two-dimensional homoclinic pulse patterns will be
unstable for all 0 < µ < µsplit: it is unstable against homogeneous perturbations (i.e., pertur-
bations with l = 0) for any µ “large enough,” and we know from section 3 (especially Theorem
3.9) that stable stripe patterns can only be expected for large µ. (However, Theorem 4.9 is
of course only valid for µ � 1/ε4, i.e., not up to µsplit.)

Thus, with Theorem 4.9, we have shown that there is a large (unbounded, open) domain
Vlarge in the (α1, α2, β1, β2) parameter space in which (3.6), with l = 0, always has a “large”
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unstable real eigenvalue for µ large enough. Our next result shows that there is another
(unbounded, open) subset Vsingular of the parameter space in which there is always, i.e., for
any µ > 0, a real and unstable eigenvalue between λ1

f (0) = 0 and λ0
f (0).

Theorem 4.10. Let (α1, α2, β1, β2) satisfy (1.2), and assume that β2 > 2β1 + 1. Then, for
any α2 < 0, there is a critical value αsingular > 1 + α2β1/(β2 − 1) of α1 such that, for all
α1 ∈ (1 +α2β1/(β2 − 1), αsingular), the eigenvalue problem (3.6), with l = 0, has (at least) one
unstable, real eigenvalue λ1(µ, 0) ∈ (0, λ0

f (0)) for all µ > 0 (and µ � 1/ε4).

Proof. As was the case for Theorem 4.9, the proof is again based on the asymptotic results
of Lemma 4.1. We know that there always exists an unstable eigenvalue λ1(µ, 0) near 0 for
µ � 1. This eigenvalue is given by (4.14), a result that has been obtained by plugging (4.10)
into (4.8). As an intermediate step in the derivation of (4.14), we find that the denominator
of µreal(λ, 0) is at λ = 0 given by

[α1 − α2R(1;β1, β2)]
2 − 1 =

D

β2 − 1

(
D

β2 − 1
+ 2

)
> 0.

This denominator will decrease as λ increases when ∂R/∂P is negative at P = 1 (since
α2 < 0). This is the case when β2 > 2β1 + 1 (4.10). Thus the denominator of µreal(λ, 0) will
decrease through 0 for λ increasing from 0 if D > 0 is small enough and β2 > 2β1 + 1. Note
that the condition on α1 in the statement of the theorem causes D to be “small enough.” A
change in sign of the denominator implies that µreal(λ, 0) has a singularity at a certain value
λsingular of λ that is in between 0 and λ0

f (0). As a consequence, there must be an unstable

eigenvalue λ1(µ, 0) ∈ (0, λsingular) for any µ > 0.

Under the conditions of Theorem 4.10, one expects two singularities in µreal(λ, 0) between
0 and λ0

f (0) in the case that λ0(µ, 0) < λ0
f (0) for µ small enough. Thus, in such a case, there

will be two unstable real eigenvalues for all µ > 0. We will not consider this in more detail
here. As was the case for parameter combinations in Vlarge (Theorem 4.9), one does not expect
stable homoclinic stripe patterns for (α1, α2, β1, β2) ∈ Vsingular; i.e., we already know that it
is impossible for 0 < µ � 1/ε4 (Theorem 3.9), and Theorem 4.10 strongly suggests that the
pattern is unstable with respect to homogeneous (l = 0) perturbations up to µ = µsplit.

We have thus distinguished three regions in (α1, α2, β1, β2)-space: Vclassical, in which the
eigenvalues of (3.6) behave as in the classical case (Theorem 4.5), Vlarge, in which there is
always a large real unstable eigenvalue for µ large enough (Theorem 4.9 and Figure 4.6),
and Vsingular, in which there is an unstable real eigenvalue between 0 and λ0

f (0) for any µ > 0
(Theorem 4.10). These results give only indications of the possible behavior of the eigenvalues
of (3.6); we do not consider other types of behavior in this paper.

5. Numerical simulations. In this section, we confirm and extend the analysis of the
previous sections by performing numerical simulations on the full PDE (1.4) for (x, y) on a
bounded domain with homogeneous Neumann boundary conditions: (x, y) ∈ (0, Lx)×(0, Ly) ⊂
R2. We choose Lx � 1 large enough so that it has no leading order effect on the existence or
stability of the one-dimensional homoclinic pulse pattern. We refer to [12], [8], [6] for more
details on the influence of Lx and the type of boundary conditions. We use Ly as an additional
bifurcation parameter.
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Figure 5.1. The critical width Ly of the domain R × (0, Ly) for the classical Gierer–Meinhardt equation
with ε2 = 0.1 for several values of µ. The horizontal dotted line represents the critical value of Ly given by
Corollary 5.1 and (5.2), and the vertical dotted lines stands for the stripe splitting bifurcation. The other curves
are all based on (formal) relation (4.19)—see text.

Due to the homogeneous Neumann conditions at y = 0 and y = Ly, the wave number l of
the perturbation can now attain only discrete values:

l = lm =
mπε

Ly
, m = 0,±1,±2, . . .(5.1)

(recall (3.1), (3.2)). The analysis of section 3 immediately implies the following corollary.
Corollary 5.1. Let 0 < µ � 1/ε4. Assume that the homoclinic solution (U0(x), V0(x)) is

stable as a one-dimensional pattern (i.e., with respect to homogeneous, l = 0 perturbations).
Then it is stable as a stripe pattern on the strip R × (0, Ly) for all

0 < Ly <
πε√

1
4(β2 + 1)2 − 1

.

Thus, on strips that are “narrow enough,” the entire (l > 0)-band of unstable eigenvalues
that exist for l̂ large enough (Lemma 3.8, Theorem 4.5) is between l = 0 and the first nonho-
mogeneous wave number l = πε/Ly. This result provides us with a simple method to check
the analysis of the preceding sections numerically (Remark 5.2).

In Figure 5.1, we fixed ε2 = 0.1 (note that ε is thus “quite large”) and considered the
classical Gierer–Meinhardt case (α1 = 0, α2 = −1, β1 = β2 = 2) for various choices of µ.
We made a homoclinic stripe pattern by taking the one-dimensional stable homoclinic pulse
(U0(x), V0(x)) as the initial condition on the two-dimensional domain (0, Lx) × (0, Ly) and
extending it homogeneously in the y-direction. We took Lx so large that the boundaries in
the x-direction are not relevant (at leading order) and Ly initially “very small” (the maximum



98 ARJEN DOELMAN AND HARMEN VAN DER PLOEG

6

0.120.100.080.060.040.02 0.14

5

4

3

2

1

ε4µ

Ly/ε

Figure 5.2. The critical width Ly of the domain R × (0, Ly) for the classical Gierer–Meinhardt equation
for various values of µ and ε2 = 0.1, 0.07 and 0.05. Note that the x-axis is scaled by ε4µ and the y-axis by Ly/ε
so that the simulations confirm the obtained scaling relations. The curves are again based on relation (4.19).

of the stripe is situated in the middle of the domain, i.e., at x = Lx/2). Next we increased Ly

up to the point at which the homoclinic stripe became unstable. Corollary 5.1 predicts that
the bifurcation should take place at

Ly = π

√
0.1

1.25
≈ 0.888 . . .(5.2)

(at leading order in ε ≈ 0.316 . . . (!)). This critical value is confirmed by the simulations for
µ up to, say, 10 (taking into account the O(ε) correction term). For µ < 2, the prediction
of Corollary 5.1 is extremely accurate. Figure 5.2 shows the outcome of similar experiments,
now for ε2 = 0.1, 0.07 and 0.05; here the vertical axis represents Ly/ε so that by Corollary
5.1 the bifurcation should take place at π/

√
1.25 ≈ 2.80 . . . ; the horizontal axis is measured

in ε4µ. All observed bifurcation values are very close to a (dotted) line, which confirms the
scaling properties of the Gierer–Meinhardt equation established in this paper. Again, the
critical value of Ly/ε is recovered with remarkably high accuracy.

The curves in Figure 5.1 are based on the formal relation (4.19) between µ and l obtained
in Remark 4.7; the same curves, but now in the form of ε4µ as function of Ly/ε, are plotted in
Figure 5.2. The bifurcation values are all very close to a stretched version of curve (4.19), i.e.,
one of the dotted curves (thus the dotted curves are obtained from (4.19) by multiplication of µ
with a well-chosen (and numerically determined) factor). Hence, although the relation (4.19)
is obtained by a formal extrapolation of the asymptotic results into the regime µ = O(1/ε4), it
seems to give a reasonably accurate qualitative description of the behavior of the critical value
of Ly as a function of µ for µ = O(1/ε4) However, it should be noted that the quantitative
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Figure 5.3. The self-replication of stripes process. The gray shades represent the magnitude of the V -
components. The simulation was run for the classical Gierer–Meinhardt case with µ = 14 and ε2 = 0.1. Time
increases in the downward direction. The dynamics converge to a stable spatially periodic stripe pattern.

error is certainly “not small” for µ/ε4 “not small.” Beyond

µ = µstripe = µstripe(α1 = 0, α2 = −1, β1 = β2 = 2) ≈ 0.12

ε4
,

the stripe pattern appeared to be stable on (0, Lx)×(0, Ly) for any Ly (and any Lx). Thus we
conclude by the numerical simulations that, for µ > µstripe, stable homoclinic stripe patterns
exist for (x, y) ∈ R2. However, the simulations also show that the stripe splitting bifurcation,
predicted by the analysis of section 2, sets in at

µ = µsplit = µsplit(α1 = 0, α2 = −1, β1 = β2 = 2) ≈ 0.14

ε4
;



100 ARJEN DOELMAN AND HARMEN VAN DER PLOEG

Figure 5.4. The fate of the homoclinic stripe patterns on various domains R × (0, Ly) for the classical
Gierer–Meinhardt case with µ = 11 and ε2 = 0.1; (a) Ly = 1.0 : the homoclinic stripe is stable; (b) Ly = 1.5 :
the wave number l1 (5.1) has become unstable, i.e., l1 ∈ (lL,stab, lR,stab), and the stripe bifurcates into half a spot;
(c) Ly = 2.3 : the homoclinic stripe is again stable: l1 is no longer in the instability interval (lL,stab, lR,stab). (d)
Ly = 3.0 : l2 ∈ (lL,stab, lR,stab), and the stripe bifurcates into a full spot centered in the middle of the domain;
(e) Ly = 4.5 : l3 ∈ (lL,stab, lR,stab) (and neither one of the other wave numbers), and the stripe bifurcates into
one and a half spot.

see Figures 5.1 and 5.2. It is observed that beyond µsplit, there can be no homoclinic stripe
patterns, which confirms the analysis of section 2. The self-replication process is completely
equivalent to the self-replication of pulses in the one-dimensional case (see Figure 2.1 and
[33], [35], [34], [12], [31] for the Gray–Scott equation): the stripe splits into two stripes that
slowly move away from each other, and these stripes split again (etc., depending on the length
Lx of the domain), until the system reaches an asymptotically stable spatially periodic stripe
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pattern (Figure 5.3). Hence the stripe replication process is in essence a one-dimensional
phenomenon.

Thus we may conclude that the classical Gierer–Meinhardt equation has stable homo-
clinic stripe patterns on R2 for µ ∈ (µstripe, µsplit) ≈ (0.12/ε4, 0.14/ε4). Moreover, there exist
spatially periodic stripe patterns that are (numerically) stable on R2 for µ > µper−stripe =
O(1/ε4), where µper−stripe depends on the distance Lλ between the stripes (i.e., the wave
length); µper−stripe(Lλ) < µsplit if Lλ is large enough and limLy→∞ µper−stripe(Lλ) = µstripe.
Once again, this behavior is completely similar to the one-dimensional case (see [24] for a
detailed existence and stability analysis of one-dimensional spatially periodic patterns in the
Gray–Scott equation). Note that the existence of spatially periodic patterns in the (general-
ized) Gierer–Meinhardt system (1.1)/(1.4) has been established in [11].

Finally, we consider the “fate” of the homoclinic stripe pattern on R × (0, Ly) as Ly

increases through its critical value. Except for one measurement in Figure 5.1, all critical
values of Ly shown in Figures 5.1 and 5.2 correspond to the situation in which the smallest
allowed nonhomogeneous eigenvalue l1 (5.1) decreases through lR,stab (3.30). It is shown in
Figure 5.4(b) that the stripe bifurcates into half a spot (at either one of the y-boundaries
in the middle of the domain with respect to x) at these bifurcations. This fully agrees with
the varicose type of the associated unstable eigenfunction (see Remark 3.10). Note that
this indicates that the bifurcation is subcritical. Figure 5.4 shows the end-product of the
homoclinic stripe pattern for various choices of Ly (with µ fixed at 11 < µstripe, ε

2 = 0.1,
and α1 = 0, α2 = −1, β1 = β2 = 2). Thus, as is shown in Figure 5.4(c), the stripe “returns”
as a stable object for an additional interval of Ly values. In this region, the entire band
of unstable eigenvalues, (lL,stab, lR,stab) (Theorem 4.5), is in between the first and second
nonhomogeneous eigenvalues (5.1); i.e., (lL,stab, lR,stab) ⊂ (l1, l2). The stripe again destabilizes
as l2 enters (lL,stab, lR,stab). This bifurcation is of course again of varicose type. Due to the
spatial structure in the y-direction associated to l2, the stripe now bifurcates either into a
(full) stable spot in the middle of the domain or to two half spots at both y-boundaries; see
Figure 5.4. The curve on which this bifurcation occurs has been indicated with the second
dotted line in Figure 5.1. This l2-curve is just a translated and stretched version (in the
Ly-direction) of the l1-curve. The above-mentioned special measurement is on this l2-curve
and indicates the bifurcation of the stripe pattern into a (full) spot. In Figure 5.4(e), the
one-and-a-half spot pattern that occurs as a stable state from the homoclinic stripe pattern
as l3 enters (lL,stab, lR,stab) after l2 has decreased through lL,stab. See Remark 5.3.

Remark 5.2. The two-dimensional numerical simulations were performed using the VLUGR2
code of Blom, Trompert, and Verwer [2]. This adaptive mesh code was developed especially
for two-dimensional PDEs that generate steep spatio-temporal gradients.

Remark 5.3. The accumulation of the lm-bifurcation curves, where an lm-curve indicates
that the stripe bifurcates into m/2 spots, is typical for systems that have a bifurcation of
Turing or Ginzburg–Landau type. Here the background pattern, which destabilizes, is the
homoclinic stripe pattern. We refer to [27] for a description of this phenomenon with a
homogeneous state as the background pattern.

6. Conclusion. In this paper, we have shown that the stability of homoclinic stripe pat-
terns in the generalized Gierer–Meinhardt equations can be studied in full analytical detail as
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long as the parameter µ is not “too large,” i.e., as long as µ � 1/ε2 in the original equation
(1.1) or µ � 1/ε4 in the rescaled equation (1.4); see Remark 1.3. The stability analysis is
based on an extension of the NLEP method to two-dimensional problems. The NLEP method
follows the Evans function approach to the linear eigenvalue problem that is associated to the
stability question. This method has recently been developed in the context of the stability
of pulse solutions in monostable (Remark 1.1) one-dimensional reaction-diffusion equations
[8], [9], [10]. By transforming the reduced nonlocal eigenvalue problem into a hypergeometric
differential equation, it is possible to obtain an explicit description of the spectrum associated
to the stability of the homoclinic stripe pattern (see Theorem 4.5 and Figure 4.5).

However, the NLEP analysis establishes that the homoclinic stripe patterns cannot be
stable as long as µ � 1/ε4 in (1.4), or µ � 1/ε2 (1.1); see Theorem 3.9. Nevertheless, formal
extrapolation of the asymptotic analysis (see especially Remark 4.7) strongly suggests that
homoclinic stripe patterns can be stable for µ = O(1/ε4) (in (1.4)). This is confirmed by
numerical simulations: it is found in the case of the classical Gierer–Meinhardt equation (i.e.,
α1 = 0, α2 = −1, β1 = β2 = 2) that the homoclinic stripe pattern is stable for µ > µstripe =
O(1/ε4). Nevertheless, this will not be the case for all allowed parameter combinations (1.2):
in section 4.3, several (open, unbounded) regions in parameter space have been determined in
which there cannot be stable homoclinic stripe patterns (Theorems 4.9 and 4.10).

The prediction of Theorem 2.2, which is an extension of the existence results in the
literature, is also confirmed by the numerical simulations: at µstripe > µ > µsplit = O(1/ε4), a
self-replication of stripe patterns takes place. This implies that the homoclinic stripe pattern
evolves into a (numerically) stable spatially periodic stripe pattern (Figure 5.3). See Remark
6.1.

Remark 6.1. The stability of the spatially periodic stripes patterns, whose existence has
been shown in [11], can also be studied by the NLEP approach, in combination with the
ideas presented in [14] and [36]. We refer to [8] for a formal stability analysis of spatially
periodic pulse patterns in the one-dimensional Gray–Scott equation using the NLEP method.
The structure of the spectrum of the stability problem associated to the homoclinic stripe
pattern strongly suggests that the long-wave-length, nearly homoclinic, spatially periodic
stripe patterns will also be unstable for µ � 1/ε4 in (1.4); see [14], [36]. However, it should
be noted that the distances between the stripes in the periodic patterns are in general not
large enough for the application of the ideas of the analysis of weakly interacting pulses, i.e.,
pulses that are so far away from each other that all Uj-components are exponentially close
to the background state; here (U1, U2) = (U, V ) = (0, 0) in between the pulses (see [8], [6],
[7], and [24] for detailed discussions of several aspects of this issue in the context of the one-
dimensional Gray–Scott model). Hence the stripes in the spatially periodic patterns observed
in this paper are so “close” to each other that the instability of the stripe pattern for µ � 1/ε4

does not automatically follow from the “homoclinic” analysis in this paper, combined with
[14] and [36]. The stability of spatially periodic structures is the subject of work in progress.

Remark 6.2. In this paper, we paid attention only to completely linear, or straight, homo-
clinic stripe patterns. Reaction-diffusion equations also exhibit stripe, or “volcano,” patterns
in a circular shape [32], [25]. The NLEP approach can also be used to study the stability of
such circular structures and the bifurcation of these patterns into rings of spots, as is shown
in [25].
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Chaos in the Hodgkin–Huxley Model∗

John Guckenheimer† and Ricardo A. Oliva†

Abstract. The Hodgkin–Huxley model was developed to characterize the action potential of a squid axon. It has
served as an archetype for compartmental models of the electrophysiology of biological membranes.
Thus the dynamics of the Hodgkin–Huxley model have been extensively studied both with a view
to their biological implications and as a test bed for numerical methods that can be applied to more
complex models. This note demonstrates previously unobserved dynamics in the Hodgkin–Huxley
model, namely, the existence of chaotic solutions in the model with its original parameters. The
solutions are found by displaying rectangles in a cross-section whose images under the return map
produce a Smale horseshoe. The chaotic solutions are highly unstable, but they are significant as
they lie in the basin boundary that establishes the threshold of the system.
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1. Introduction. The Hodgkin–Huxley model [15] for the action potential of a space-
clamped squid axon is defined by the four dimensional vector field

v̇ = I −
[
120m3h (v + 115) + 36n4 (v − 12) + 0.3 (v + 10.599)

]
,

ṁ = (1−m)Ψ

(
v + 25

10

)
−m

(
4 exp

v

18

)
,

ṅ = (1− n) 0.1Ψ

(
v + 10

10

)
− n

(
0.125 exp

v

80

)
,

ḣ = (1− h) 0.07 exp

(
v

20

)
− h

1 + exp v+30
10

,

Ψ(x) =
x

exp(x)− 1

with variables (v,m, n, h) that represent membrane potential, activation of a sodium current,
activation of a potassium current, and inactivation of the sodium current and a parameter
I that represents injected current into the space-clamped axon. Recall that the Hodgkin–
Huxley convention for membrane potential reverses the sign from modern conventions, and
so the voltage spikes of action potentials are negative in the Hodgkin–Huxley model. While
improved models for the membrane potential of the squid axon [3] have been formulated,
the Hodgkin–Huxley model remains the paradigm for conductance-based models of neural
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systems. From a mathematical viewpoint, varied properties of the dynamics of the Hodgkin–
Huxley vector field have been studied [13, 8, 11, 14, 16, 19, 5]. Nonetheless, we remain far
from a comprehensive understanding of the dynamics displayed by this vector field. It has
become conventional wisdom that the qualitative properties of the Hodgkin–Huxley model can
be reduced to a two dimensional flow such as the Fitzhugh–Nagumo model [7]. Rinzel and
Miller [19] first gave evidence that this is not always the case. Hassard [13] and Labouriau [16]
also studied the Hopf bifurcation that plays an important role in locating regions of bistability
in the Hodgkin–Huxley model. Doi and Kumagai [5] recently showed the existence of chaotic
attractors in a modified Hodgkin–Huxley model that changes the time constant of one of the
currents by a factor of 100. This note extends the work of Rinzel and Miller, demonstrating the
existence of chaotic solutions in the Hodgkin–Huxley model with the “standard” parameters
used by Hodgkin and Huxley.

Extensive efforts have been made to discover chaos in many physical and biological sys-
tems, including neural systems [2]. Chaotic solutions to the Hodgkin–Huxley equations with
periodic forcing [1] and greatly altered parameters [5] have been discovered but not in the
original Hodgkin–Huxley model with its original parameters. The chaotic solutions we ex-
hibit are highly unstable. We employed systematic methods to find them as described below.
Note that, while we find our numerical evidence for the existence of chaos in the Hodgkin–
Huxley model compelling, we do not give a rigorous proof that chaos exists in this system.
The biological significance of chaos in the Hodgkin–Huxley system is related to the character
of the threshold that separates states leading to repetitive firing from states that lead to a
stable steady state. We return to this issue at the end of this note. (The implications of
long-time unpredictability in deterministic chaotic systems have been widely discussed in a
broad context by Stewart [21].)

2. Evidence for chaos in the Hodgkin–Huxley system. A stringent definition of chaos in
a discrete dynamical system is that there is an invariant subset on which the transformation
is hyperbolic and topologically equivalent to a subshift of finite type [10, 20]. Continuous
time dynamical systems are reduced to discrete time maps through the introduction of cross-
sections and Poincaré return maps [10]. We utilize the cross-section V given by a suitably
chosen value v = −4.5 to define a Poincaré return map f for the Hodgkin–Huxley model.
Specifically, (m̄, n̄, h̄) = f(m,n, h) if the trajectory beginning at (−4.5,m, n, h) next intersects
the cross-section V (with v increasing) at the point (−4.5, m̄, n̄, h̄). To demonstrate that f has
a chaotic invariant set, we follow the strategy described by Moser [18]. We find two subsets
R1 and R2 of V and approximate splittings of the tangent bundles into stable and unstable
directions on these sets so that the following hold:

1. The derivative of f maps expanding directions close to themselves, stretching the
lengths of these vectors.

2. The sets f(R1) and f(R2) each intersect R1 and R2 so that their images stretch across
R1 and R2 in the unstable directions and intersect the boundaries of R1 and R2 only
on sets transverse to the unstable directions.

Using the more precise concept of invariant cone fields, Moser proved that a map f satisfying
these properties has a “Smale horseshoe,” a hyperbolic invariant set on which f is topologically
equivalent to the shift on two symbols.
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Figure 2.1. (a) The amplitude of periodic orbits in the Hodgkin–Huxley model as a function of input
current. Maximum and minimum values of v are plotted for each periodic orbit. Stable periodic orbits are
shown in blue; those shown in green have a single positive unstable eigenvalue, while those shown in red have
either two unstable eigenvalues or a negative unstable eigenvalue. (b) The magnitude of the second largest
eigenvalue λ2 of the return map for the periodic orbits along the vertical branch for a small interval centered
at I = 7.92197.
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Table 2.1

R1

m n h

0.08510711565266 0.37702513977759 0.43770368051793
0.08511751929147 0.37708261653418 0.43799786108786
0.08506722811171 0.37702247883827 0.43770500525944
0.08507763175053 0.37707995559486 0.43799918582936
0.08506795096894 0.37673045670586 0.43526697935397
0.08507180274587 0.37675541738823 0.43543828382985
0.08502806342799 0.37672779576653 0.43526830409547
0.08503191520493 0.37675275644891 0.43543960857136

R2

0.08500054963158 0.37635307899354 0.43231650435083
0.08500126298925 0.37635224747250 0.43225555564349
0.08499057463645 0.37635239912448 0.43231667147632
0.08499128799412 0.37635156760344 0.43225572276897
0.08500090973955 0.37635423427118 0.43231211561955
0.08500146426647 0.37635361157621 0.43226513798843
0.08499093474442 0.37635355440212 0.43231228274504
0.08499148927134 0.37635293170715 0.43226530511391

As a parameter of a dynamical system is varied, sets satisfying the above conditions are
frequently created through the “period doubling route” to chaos [6]. Rinzel and Miller [19]
located period doubling bifurcations in the Hodgkin–Huxley model by computing eigenvalues
along a family of periodic orbits. As the parameter corresponding to external current is
varied in the model, there is a Hopf bifurcation of steady states at I ≈ 9.78. The bifurcation
is subcritical, with a family of unstable periodic orbits collapsing to the equilibrium at the
bifurcation. Beginning at this bifurcation, we followed the family of periodic orbits using
continuation methods. Some of the observed phenomena along this family of periodic orbits
are numerically sensitive, and so we used two continuation algorithms: a collocation method
as implemented by Doedel in the program AUTO [4] and a multiple shooting method that
employs Taylor series methods and automatic differentiation [12]. The results of the two
methods agreed with one another qualitatively.

Figure 2.1(a) plots the amplitude of the periodic orbits, showing the maximum and mini-
mum values of v for each orbit versus the parameter I for this family of periodic orbits. The
color coding corresponds to the number of eigenvalues with magnitude larger than one (blue
= 0, green = 1, red = 2 or 1 unstable negative and 1 stable negative). The orbits grow in
amplitude as I decreases from its value at the Hopf bifurcation. The branch has three turning
points, all of which are saddle-node (or fold) bifurcations of periodic orbits. The first two
turning points reached from the Hopf bifurcation bound a short branch of periodic orbits with
two unstable eigenvalues. At the third turning point, the periodic orbits meet a family of
stable periodic orbits. The amplitude of the stable periodic orbits does not change much. On
the (red) branch S of periodic orbits, there is a parameter interval near I ≈ 7.92197 inside
which the unstable eigenvalues of the periodic orbit change dramatically. Figure 2.1(b) plots
the log of the magnitude of the real part of one of these eigenvalues. Along the flat portion
at the top of this graph, the eigenvalue is complex. This allows the eigenvalue to become real
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Figure 2.2. Three dimensional boxes, and their images, which produce a horseshoe for the return map of
the Hodgkin–Huxley model. (a) The ends of box R1 transverse to the strong stable direction, and their images
are shaded in yellow with the strips mapping into R1 and R2 shaded in light blue. (b) An expanded view of the
region around R2. The ends of box R2 transverse to the strong stable direction, and their images are shaded in
red with the strips mapping into R1 and R2 shaded in light blue.
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and negative without becoming stable along S. A period doubling bifurcation occurs on the
part of S where the eigenvalue is negative and takes the value −1. We followed the doubled
period orbits bifurcating from S and observed that they too undergo period doubling bifur-
cations. These computations suggest the existence of a period doubling cascade; we followed
the cascade to its third period doubling. Nonetheless, these results prompted us to look for
horseshoes in the return map f for values of I slightly larger than those at which the period
doubling was found.

In the regime near the period doubling bifurcation, the periodic orbit of the family com-
puted with continuation has a negative unstable characteristic multiplier, a negative stable
characteristic multiplier, and a third positive characteristic multiplier of very small magnitude.
We investigated these periodic orbits in more detail for the parameter I = 7.8617827403. The
return map f has a fixed point p1 at the intersection of the periodic orbit with the cross-section
V . We find that

p1 ≈ (−4.5, 0.08508337639787, 0.37698374610906, 0.43727279295129).
The sets R1 and R2 of our construction intersect the unstable manifold of p1 for the return
map f . We found, as expected, that the unstable manifold has a bend. Starting in the
unstable manifold, we used a shooting method to find a second fixed point of f :

p2 ≈ (−4.5, 0.08499590453730, 0.37635277095981, 0.43229451177364).
The unstable manifold of p1 passes near p2 and vice-versa. Near p1, both unstable man-

ifolds lie close to the plane of p1 perpendicular to the strongly contracting eigenvector. To
define R1, we begin with two segments of the unstable manifolds of p1 and p2 near p1. We
enlarge the convex hull of these two segments in the plane perpendicular to the strongly con-
tracting eigenvector of p1 to form a quadrilateral. Finally, we construct a prism with this
quadrilateral as base with edges parallel to the strongly contracting eigenvector of p1. The
set R2 is obtained by an analogous procedure near p2. Table 2.1 gives the coordinates of the
vertices of R1 and R2. Figure 2.2 shows pictures of the sets R1 and R2 and their images under
the return map f . (The scales of the coordinate axes in this figure are not uniform.) Each
of f(R1) and f(R2) maps across both R1 and R2 in the unstable direction intersecting the
boundaries of R1 and R2 in sets that are transverse to the unstable direction. These properties
are evidence for the existence of a Smale horseshoe in V for the return map f .

3. Biological significance. We turn now to the significance of these chaotic dynamics
in the Hodgkin–Huxley model. The chaotic invariant set located above is a highly unstable
structure associated with the “threshold” for action potentials. Action potentials of neurons
are large all-or-nothing voltage spikes. We specify a minimum amplitude of voltage (say,
v = −50) that must be reached to make the definition of action potential precise. In axons
that are not space-clamped, like those represented by the Hodgkin–Huxley model, action po-
tentials propagate along axons as traveling waves and stimulate synaptic currents in adjacent
postsynaptic neurons. Threshold is the magnitude of an input that must be exceeded for an
action potential to fire. This definition of threshold is based upon the assumption that there
is a critical current input Ic above which the axon will fire an action potential when given a
brief stimulus of magnitude Ic (with fixed duration) and below which it will not. The chaotic
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invariant set of the Hodgkin–Huxley model casts strong doubt on the validity of this assump-
tion. It suggests that the boundary between initial states that lead to action potentials and
those that do not is a fractal set. Related observations about fractal basin boundaries have
been made for periodically forced neural models, for example, by Gong and Xu [9], but the
firing of an action potential does not coincide with lying in one basin of attraction or another.
There may be initial conditions leading to the firing of one or more action potentials followed
by a decay in the quiescent equilibrium state.

The concept of threshold is rarely given a precise mathematical meaning, even in the
context of models. We propose the following definition for the Hodgkin–Huxley model: v =
vt(m,n, h) is a threshold function if initial states with v > vt(m,n, h) yield action potentials,
while initial states with v < vt(m,n, h) do not produce action potentials. We conjecture that
no such function exists over a small range of steady input currents, all other model parameters
taking the values assigned by Hodgkin and Huxley. Note that this definition is formulated
in terms of initial conditions of the model with fixed parameters. All of the trajectories that
appear to have local minima near the cutoff v = −50 for action potentials tend rapidly to the
stable periodic orbit on their next oscillation.

The membrane oscillations within the horseshoe are intermediate in amplitude between
action potentials and the resting membrane potential of the axon. The stable branch of
periodic solutions in Figure 2.1(a) displays that the minimum of the action potentials is in
the range [−100,−90] mv for a Hodgkin–Huxley model that fires repetitively. The resting
membrane potential is near 0. (With now standard conventions for membrane potential, v
should be replaced by vo − v for a value of vo ≈ −55 in the Hodgkin–Huxley model.) Figure
3.1(a) displays two periods of the oscillations of the periodic orbits through points p1 (blue)
and p2 (red) and the stable periodic orbit (black). Figure 3.1(b) shows the projections of
these periodic orbits onto the (v, h) plane. Other trajectories in the horseshoe oscillate in an
irregular pattern but with amplitudes that are approximated by the amplitudes of the orbits
through p1 and p2.

The stable manifolds of unstable, chaotic invariant sets often form fractal basin boundaries
of attractors in a dynamical system [17]. We conjecture that this is the case in the Hodgkin–
Huxley model for the parameters used in this study; namely, the basin boundary between the
basins of attraction of the stable equilibrium and stable periodic orbit is a fractal set that
contains the stable manifold of the chaotic invariant we have discovered. Similar observations
about fractal basin boundaries have been made for periodically forced neural models—for
example, in the Fitzhugh–Nagumo model by Gong and Xu [9]. Initial states that lead to the
stable rest state and those that lead to the periodic firing state are interleaved. Instead of a
single sheet given by the graph of the threshold function vt, we expect an infinite number of
layers that lead to action potentials interspersed with layers that lead to a stable steady state.
The trajectories tending to the stable steady state may show a transition with oscillations
of smaller amplitude than the action potentials. There are also uncountable sheets that lie
at threshold in the sense that they lead neither to the stable rest state nor to fully formed
action potentials, but every neighborhood contains states that lead to action potentials and
states that lead to the stable steady state. Due to the stiffness of the model and the fine
scales on which the fractals appear, numerical calculation of the fractal basin boundaries of
the Hodgkin–Huxley model with its standard parameter values appears difficult.
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Figure 3.1. (a) Two cycles of three periodic orbits of the Hodgkin–Huxley model with external current
I = 14.2211827403. The stable periodic orbit is shown in black, and two unstable periodic orbits are shown in
red and blue. The green horizontal line is at the value v = −4.5 of the cross-section used in our computations
of a return map. (b) Projection of the three periodic orbits onto the (v, h) plane. The green segment is the
cross-section used to obtain return maps.
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If our conjectural description of the phase space of the Hodgkin–Huxley model is correct,
then there is a degree of unpredictability about how the system will respond to stimulation.
Brief current inputs to the axon that evolve to the stable steady state and those that evolve
to the firing state are finely interleaved with each other as the amplitude of the current input
is varied. The nonlinear dynamics underlying action potentials yield an inherent lack of
predictability in determining how large an input is required to cross the threshold for firing
action potentials. Due to the extreme Lyapunov exponents associated to the chaotic invariant
set, the fractal, interleaved structure of the membrane threshold is hardly observable in the
Hodgkin–Huxley model even in computer simulation. Inherent noise in the membrane has
a far larger scale than the fractal structure in the Hodgkin–Huxley model for its standard
parameters. However, we believe that the phenomenon seen here on fine scales may well
be present on larger scales in other neural systems or for different parameter values of the
Hodgkin–Huxley model. The significance of our results is that they establish the subtlety of
the concept of threshold: the excitability of a neural membrane to fire an action potential may
be more complex than a smooth hypersurface that divides subthreshold and suprathreshold
membrane potentials.
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Abstract. We consider the problem of minimizing the energy of an inextensible elastic strut with length 1
subject to an imposed twist angle and force. In a standard calculus of variations approach, one
first locates equilibria by solving the Euler–Lagrange ODE with boundary conditions at arclength
values 0 and 1. Then one classifies each equilibrium by counting conjugate points, with local minima
corresponding to equilibria with no conjugate points. These conjugate points are arclength values
σ ≤ 1 at which a second ODE (the Jacobi equation) has a solution vanishing at 0 and σ.
Finding conjugate points normally involves the numerical solution of a set of initial value problems

for the Jacobi equation. For problems involving a parameter λ, such as the force or twist angle in
the elastic strut, this computation must be repeated for every value of λ of interest.
Here we present an alternative approach that takes advantage of the presence of a parameter λ.

Rather than search for conjugate points σ ≤ 1 at a fixed value of λ, we search for a set of special
parameter values λm (with corresponding Jacobi solution ζm) for which σ = 1 is a conjugate point.
We show that, under appropriate assumptions, the index of an equilibrium at any λ equals the
number of these ζm for which 〈ζm,Sζm〉 < 0, where S is the Jacobi differential operator at λ. This
computation is particularly simple when λ appears linearly in S.
We apply this approach to the elastic strut, in which the force appears linearly in S, and, as a

result, we locate the conjugate points for any twisted unbuckled rod configuration without resorting
to numerical solution of differential equations. In addition, we numerically compute two-dimensional
sheets of buckled equilibria (as the two parameters of force and twist are varied) via a coordinated
family of one-dimensional parameter continuation computations. Conjugate points for these buckled
equilibria are determined by numerical solution of the Jacobi ODE.
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1. Introduction. The classification of equilibria is a familiar idea from finite-dimensional
optimization. Given an equilibrium (or critical point) of a function, one computes the eigen-
values of the Hessian matrix and determines the type of the equilibrium by computing the
index, the number of negative eigenvalues. Equilibria with index 0 are local minima, and those
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with index 1 are saddle points with one downward direction, etc. The goal is analogous in
infinite dimensions, when the quantity J to be optimized is itself a function of a function q(s),
say, with 0 ≤ s ≤ 1.1 Now the equilibria q0(s) are found by solving the Euler–Lagrange or-
dinary differential equation (ODE). The role of the Hessian is played by the second-variation
operator, and the notion of index, the number of negative eigenvalues in the spectrum of
this operator, remains, with local minima again characterized as having index 0. In many
applications, s is a spatial variable and J a potential energy,2 and we think of the index as
determining “stability,” with the idea that, when time-dependence and a kinetic energy are
added to this potential energy, the index-0 local minima will likely be dynamically stable. We
emphasize, however, that, in this paper, “stability” is purely a classification of the type of
equilibrium for an optimization problem.

In the calculus of variations, there is a powerful theory that allows a relatively simple
determination of the index (see, e.g., [9]). Given an equilibrium, one consider the associated
Jacobi equation, a linear second-order ODE. One then defines the notion of a conjugate point,
which is a number σ, such that the Jacobi equation has a nonzero solution that vanishes at
s = 0 and s = σ. Jacobi’s strengthened condition says that the equilibrium is a local minimum
if it has no conjugate point in (0, 1]. Morse [20] later generalized this theory to show that,
assuming 1 is not a conjugate point, the number of conjugate points in (0, 1) is the index of the
equilibrium. This Euler–Jacobi–Morse index theory thus achieves a remarkable simplification:
it reduces the problem of counting the number of negative eigenvalues of the second-variation
operator of J in infinite-dimensional space to the problem of solving a second-order ODE and
counting conjugate points. Thus the only numerical approximation arises in the discretization
of ODEs, namely, the Euler–Lagrange and Jacobi equations.

Here we present a further simplification applicable to parameter-dependent problems and
especially problems in which a parameter λ appears linearly in the second variation—for
example, in problems containing a Lagrange multiplier. In this case, the counting of conjugate
points at σ ≤ 1 for a fixed value of λ can be reduced to the problem of analyzing conjugate
points at the fixed value σ = 1 as λ is allowed to vary. Often, the determination of conjugate
points at σ = 1 is easier than the general analysis of conjugate points for σ ≤ 1, so this
reduction can be a significant simplification. Of course, in cases where the relevant differential
equations cannot be solved in closed form, this simplification is impractical, and one must
revert to computing conjugate points numerically.

We further show that this entire theory can be carried through to the case of problems
with isoperimetric constraints, where the only required change is an update to the definition
of a conjugate point. This updated definition of a “constrained conjugate point” is the one
taken, e.g., by Bolza [2] and rephrased in functional analytic language in Manning, Rogers,

1To rigorously define optimization in infinite dimensions, a normed space must be specified for the input
functions q. Following standard practice, we use the C1([0, 1]) norm, in which case the resulting minima are
traditionally referred to as “weak minima” [9].

2We note in passing an interesting exception. When J is a Lagrangian action functional and s represents
time, the equilibria are classical mechanical trajectories, and the index plays a crucial role in the semiclassical
approximation of these trajectories as quantum mechanical limits are approached [13]. The example in this
paper involves a potential energy functional, but the general theory presented could equally well be applied to
the determination of the semiclassical index for classical trajectories dependent on some parameter.
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Figure 1.1. An elastic strut clamped at each end, with a relative twist angle α, and with one end allowed to
slide vertically in response to an imposed force λ. The cross-sections of the rod are elliptical, which we depict
by showing the curve through the centers of the cross-sections as a green tube and tracking the major axes of
the cross-sections with a blue ribbon.

and Maddocks [19].

We apply this method for direct index computation to the example of a thin elastic strut
with an elliptical (anisotropic) or circular (isotropic) cross-section, under the constraints shown
in Figure 1.1. One end of the rod is clamped at the origin, with the major axis of the ellipse
along the x-axis, the minor axis along the y-axis, and the tangent vector to the rod along the
z-axis. The other end is constrained to lie along the z-axis, with its tangent vector also along
the z-axis and its cross-section twisted by an angle α with respect to the x-y plane, but can
slide up and down the z-axis in response to an applied vertical force λ.

Such a rod buckling problem has fed the curiosity of scientists since the time of Euler
and Lagrange [17]. In 1883, Greenhill [11] considered the plane (over all values of α and λ)
of unbuckled configurations for an isotropic strut and derived the condition for the index to
be zero. More recently, Champneys and Thompson [3] and van der Heijden and Thompson
[27] performed bifurcation analyses of an anisotropic elastic rod but did not focus on the
question of stability. Goriely, Nizette, and Tabor [10] considered the dynamic stability of the
unbuckled configurations for both the isotropic and anisotropic cases, and van der Heijden et
al. [26] inferred stability for unbuckled and buckled configurations for the isotropic case from
the shape of solution branches in a particular “distinguished” coordinate system. Neukirch
and Henderson [21] performed an in-depth classification of buckled solutions for the isotropic
problem, including the computation of two-dimensional sheets of equilibria.

Here we present stability results for this problem that both complement the results cited
above and serve as an illustration for the general index theory we develop. Specifically, this
theory allows a semianalytic determination of the index on the plane of unbuckled configura-
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tions for both the isotropic and anisotropic strut. (The determination is semianalytic in that
it requires the numerical solution of an algebraic equation but no differential equations.) In
addition, we compute sheets of buckled solutions using a family of one-dimensional branches
generated by the parameter continuation package AUTO [5, 6]. We determine the index of
configurations on these sheets via a numerical implementation of the conjugate point test
developed in [19] since a closed-form solution of the differential equations is not feasible in
this case.

We begin in section 2 by reviewing conjugate point theory for unconstrained and con-
strained problems. Section 3 presents our direct method for computing the index for un-
constrained problems, which is then extended to problems with isoperimetric constraints in
section 4. In section 5, we summarize the standard Kirchhoff theory of inextensible and un-
shearable elastic struts. The index on the plane of unbuckled equilibria for both the isotropic
and anisotropic strut is determined in section 6, and the buckled configurations and their
stability are presented in section 7.

2. A review of conjugate point theory.

2.1. Unconstrained conjugate points. In this section, we summarize conjugate point
theory for unconstrained calculus of variations problems. This theory is an established part of
the classic unconstrained calculus of variations literature and can be found in many standard
texts, e.g., [7, 9, 14, 24]. However, index theory appears only in more modern treatments
[12, 20].

We consider a functional of the form

J [q] =

∫ 1

0
L(q,q′, s) ds, q(s) ∈ R

p,

subject to q(0) = h0, q(1) = h1.

(2.1)

Equilibria q0(s) are solutions to the standard Euler–Lagrange equations for the functional
J . Classification of these equilibria involves an analysis of the second variation of J at q0,
namely,

δ2J [ζ] =
1

2

∫ 1

0

[
(ζ′)TPζ′ + (ζ′)TCT ζ + ζTCζ′ + ζTQζ

]
ds(2.2)

for P ≡ L0
q′q′ , C ≡ L0

qq′ , and Q ≡ L0
qq, where, here and throughout, superscripting by T de-

notes the transpose, subscripting by q or q′ denotes partial differentiation, and superscripting
by 0 denotes evaluation at q0(s). We assume that Legendre’s strengthened condition holds,

P > 0;(2.3)

i.e., the symmetric matrix P is positive definite. Here ζ is a variation in q that, due to the
boundary conditions on q, must lie in the set of admissible variations:

Hd ≡
{
ζ ∈ H2(Rp, (0, 1)) : ζ(0) = ζ(1) = 0

}
.
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Here we have chosen the Sobolev spaceH2 of functions with integrable weak second derivatives
because, after an integration by parts, the second variation will take the form

δ2J [ζ] =
1

2
〈ζ,Sζ〉,

where S is the self-adjoint second-order vector differential operator

Sζ ≡ − d

ds

[
Pζ′ +CT ζ

]
+Cζ′ +Qζ,(2.4)

and 〈·, ·〉 denotes the usual inner product in L2(Rp, (0, 1)):

〈f ,g〉 =
∫ 1

0
[f(s)]Tg(s) ds.

A sufficient condition for q0 to be a local minimum of J is a combination of Legendre’s
strengthened condition (2.3) with Jacobi’s strengthened condition that q0 has no conjugate
point in (0, 1], where a conjugate point is defined to be a value σ for which there is a nontrivial
solution to

Sζ = 0, 0 < s < σ, ζ(0) = ζ(σ) = 0.(2.5)

Morse [20] extended Jacobi’s condition to equate the number of conjugate points with the
index that quantifies the dimension of the set on which δ2J is negative.

In some cases, (2.5) can be solved analytically, but generically a numerical procedure for
computing conjugate points is required. For completeness, we briefly summarize a standard
algorithm for computing unconstrained conjugate points [24, p. 152]. We numerically compute
a basis of solutions {ζ1, . . . , ζp} to the homogeneous second-order initial value problem

Sζ = 0, ζ(0) = 0.(2.6)

A conjugate point occurs when a nontrivial linear combination of {ζ1, . . . , ζp} vanishes, i.e.,
when there is a nontrivial solution to the p× p linear system

[
ζ1 . . . ζp

] 
c1
...
cp


 = 0.(2.7)

Therefore, as we build up solutions ζj(σ) to (2.6) as σ grows from 0 to 1, we track the

determinant of the p × p matrix
[
ζ1(σ) . . . ζp(σ)

]
and count as a conjugate point every

time this determinant crosses zero.

2.2. Constrained conjugate points. In this section, we review a definition of a conjugate
point appropriate for calculus of variations problems with isoperimetric constraints:

W [q] =

∫ 1

0
L(q,q′, s) ds, q(s) ∈ R

p,

subject to

∫ 1

0
gi(q) ds = 0, i = 1, . . . , n,

q(0) = h0, q(1) = h1.
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According to the usual multiplier rule, an associated functional

J [q] =

∫ 1

0

(
L+ gTν

)
ds

is constructed, and constrained equilibria (q0(s),ν0) of W are solutions of the standard un-
constrained Euler–Lagrange equations for the functional J , with the multiplier ν0 determined
by the integral constraints. The second variation δ2J and its associated operator S take the
unconstrained forms (2.2) and (2.4) but now with Q = [g0

qq]
Tν0+L0

qq. Admissible variations
ζ must satisfy the linearized constraints

〈ζ,Ti〉 = 0, i = 1, . . . , n,

where

Ti ≡ (gi)
0
q.

We assume that the Ti(s) are linearly independent on (0, σ) for each σ ∈ (0, 1]. So the
admissible set of constrained variations is

Hcons
d ≡ {ζ ∈ Hd : 〈ζ,Ti〉 = 0, i = 1, . . . , n} .

Bolza [2], citing the work of Weierstrass and Kneser, defined the relevant notion of con-
jugate point for an isoperimetric problem, namely, that σ is called a conjugate point if the
following system has a nontrivial solution:

Sζ =

n∑
i=1

c̆iTi, 0 < s < σ, for some constants c̆i,

ζ(0) = ζ(σ) = 0,

∫ σ

0
ζTTi ds = 0, i = 1, . . . , n.

(2.8)

In [19], we introduced an orthogonal projection operatorQ onto the L2-orthogonal complement
of span(T1, . . . ,Tn) to rewrite Bolza’s conjugate point condition (2.8) in the equivalent form

(QSQ)ζ = 0, 0 < s < σ,

ζ(0) = ζ(σ) = 0,

∫ σ

0
ζTTi ds = 0, i = 1, . . . , n.

(2.9)

Further, the arguments in [19], involving a proof of the monotonicity of the eigenvalues of
QSQ as a function of σ, demonstrate the analogue to Jacobi’s strengthened condition: the
lack of an isoperimetric conjugate point implies the existence of a local minimum. In addition,
similar to Morse’s theory in the unconstrained case, the number of isoperimetric conjugate
points equals the maximal dimension of a subspace of Hcons

d on which the second variation is
negative.

There is also a technique for the numerical determination of these conjugate points similar
to the procedure described in section 2.1 for the unconstrained case. We summarize this
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technique here and refer the interested reader to [19] for complete details. In addition to
numerically determining a basis of solutions to (2.6), we also compute solutions ζ̆i to each of
the n nonhomogeneous initial value problems

Sζ = Ti, ζ(0) = 0.

A conjugate point occurs when there exists a nontrivial linear combination of {ζ1, . . . , ζp,

ζ̆1, . . . ζ̆n} that vanishes and also obeys the linearized constraints
∫ σ
0 ζTTids = 0. This con-

dition has a (p + n)-by-(p + n) matrix form analogous to the p-by-p unconstrained matrix
equation (2.7). As in the unconstrained case, the matrix entries are built up by solving initial
value problems as σ grows from 0 to 1, and the conjugate points are found by zero-crossings
of the (p+ n)-by-(p+ n) determinant.

3. Analytic determination of the index for unconstrained parameter-dependent prob-
lems. In this section, we describe an alternative approach to determining the index for equi-
libria of (2.1) when L, and hence the second-variation operator S, depends on a parameter λ.
This approach allows, in some cases, an analytic determination of the index. The key idea is
to relate the index at a specific value of the parameter λ to the set of all parameter values λ
that yield conjugate points at σ = 1, i.e., solutions of

S(λ)ζ = 0, ζ(0) = ζ(1) = 0.(3.1)

We will denote solutions to (3.1) by (λm, ζ
m) and refer to λm as branch points. This name

is appropriate since, in all cases we consider, new branches of equilibria will arise at λm. In
many applications, the analytic determination of (λm, ζ

m) is possible even when the general
conjugate point equation (2.5) cannot be solved in closed form.

We will assume that {ζm} form a basis for Hd and that they are S-orthogonal, i.e., that
〈ζm,Sζn〉 = 0 for allm �= n. These assumptions hold for many physically motivated problems,
including cases in which (3.1) is a standard Sturm–Liouville eigenvalue problem (see, e.g., [23,
p. 273]). This basis of solutions can then be used to diagonalize S and determine the index
directly, as shown by the following lemma.

Lemma 3.1. Assume that {ζm} form an S-orthogonal basis of Hd. Then the index equals
the number of ζm for which 〈ζm,Sζm〉 < 0.

Proof. Let N be the subspace of Hd spanned by those ζm for which 〈ζm,Sζm〉 < 0. Any
χ ∈ Hd that is L

2-orthogonal to N can be written as

χ =
∑

ζm /∈N
cmζ

m,

where the notation
∑

ζm /∈N denotes a sum over all m for which ζm /∈ N . Then, by S-
orthogonality,

〈χ,Sχ〉 =
∑

ζm /∈N
(cm)

2〈ζm,Sζm〉.

By definition, 〈ζm,Sζm〉 ≥ 0 for all terms in the sum, so 〈χ,Sχ〉 ≥ 0.
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Table 3.1
Index for the planar Euler buckling problem.

Range of λ Functions ζm for which 〈ζm,S(λ)ζm〉 < 0 Index

0 < λ < π2 none 0

π2 < λ < 4π2 ζ1 1

4π2 < λ < 9π2 ζ1, ζ2 2

9π2 < λ < 16π2 ζ1, ζ2, ζ3 3

Thus N is a maximal subspace in Hd on which the second variation is negative. The
index is defined to be the dimension of N , which, by definition of N , is the number of basis
functions ζm for which 〈ζm,Sζm〉 < 0.

The above diagonalization is particularly useful when the parameter λ appears linearly in
S,

Sζ = S1ζ + λS2ζ,(3.2)

because it is then routine to determine those basis functions ζm for which 〈ζm,Sζm〉 < 0. In
fact, the quantity 〈ζm,Sζm〉 is simply related to the λ-independent quantity 〈ζm,S2ζ

m〉 by
the following lemma.

Lemma 3.2. Suppose S takes the form (3.2). Then, for any solution (λm, ζ
m) of (3.1),

〈ζm,Sζm〉 = (λ− λm)〈ζm,S2ζ
m〉.

Proof. The key idea is to exploit the fact that (S1 + λmS2)ζ
m = 0:

〈ζm,Sζm〉 = 〈ζm, (S1 + λS2)ζ
m〉

= 〈ζm, (S1 + λmS2 − λmS2 + λS2)ζ
m〉 = (λ− λm)〈ζm,S2ζ

m〉.
Lemmas 3.1 and 3.2 lead immediately to the following corollary, the central result of this

article.
Corollary 3.3. If the solutions of (3.1) form an S-orthogonal basis for Hd and if S has the

form (3.2), then the index of an equilibrium at parameter value λ equals the number of branch
points λm such that λ > λm and 〈ζm,S2ζ

m〉 < 0, plus the number of branch points λm such
that λ < λm and 〈ζm,S2ζ

m〉 > 0.
Example (planar buckling of a strut). We parametrize the strut by arclength s and choose

a length scale so that 0 ≤ s ≤ 1. We let θ(s) denote the angle that the strut makes with
vertical at position s. We impose the boundary conditions that the strut be vertical at s = 0
and s = 1 and impose a vertical force λ. We then have the calculus of variations problem to
minimize the total energy∫ 1

0

[
1

2
K(θ′(s))2 + λ cos(θ(s))

]
ds, θ(0) = θ(1) = 0,
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where K > 0 is a stiffness parameter.

Consider the unbuckled equilibrium θ(s) = 0. The second-variation operator is Sζ =
−Kζ ′′ − λζ, which is of the form (3.2), with S2 = −1. The nontrivial solutions to (3.1) are
ζm(s) = A sin(mπs), m = 1, 2, 3, . . . , with λm = m2π2. These solutions are an S-orthogonal
basis for Hd since S is a Sturm–Liouville operator. We observe that 〈ζm,S2ζ

m〉 < 0 for all m
and then use Lemma 3.2 to conclude that the sign of 〈ζm,S(λ)ζm〉 is the same as the sign of
m2π2 − λ. Hence we conclude that the index for arbitrary λ is as given in Table 3.1.

4. Analytic determination of the index for isoperimetrically constrained parameter-
dependent problems. Next we combine the ideas of the previous two sections to produce a
method for directly computing the index in a calculus of variations problem with isoperimetric
constraints, when the second-variation operator S depends on a parameter λ. As in section
3, we assume that solutions ζm of

S(λ)ζ =

n∑
i=1

c̆iTi, 0 < s < 1, for some constants c̆i,

ζ(0) = ζ(1) = 0,

∫ 1

0
ζTTi ds = 0, i = 1, . . . , n,

(4.1)

form an S-orthogonal basis for the relevant function space Hcons
d . Although (4.1) reflects

Bolza’s definition of conjugate point at σ = 1, we will exploit the equivalence of (2.8) and
(2.9) to rewrite the differential equation S(λ)ζ =

∑n
i=1 c̆iTi as (QS(λ)Q)ζ = 0. As before,

the basis {ζm} will be used to diagonalize the projected operator QSQ on Hcons
d . In fact,

Lemma 3.1 holds for the constrained case, provided Hd is replaced with the space Hcons
d ,

noting that, since Q is self-adjoint, 〈ζ, (QSQ)ζ〉 = 〈ζ,Sζ〉 for ζ ∈ Hcons
d .

If, in addition, S takes the form (3.2), then Lemma 3.2 can be extended to problems with
isoperimetric constraints as follows.

Lemma 4.1. Suppose S takes the form (3.2). Then, for any solution ζm of (4.1),

〈ζm, (QSQ)ζm〉 = (λ− λm)〈ζm,S2ζ
m〉.

Proof. As in Lemma 3.2, the key idea is to exploit the fact that (Q(S1 +λmS2)Q)ζm = 0,
combined with the fact that Qζm = ζm for ζm ∈ Hcons

d :

〈ζm, (QSQ)ζm〉 = 〈ζm, (Q(S1 + λS2)Q)ζm〉
= 〈ζm, (Q(S1 + λmS2 − λmS2 + λS2)Q)ζm〉
= 〈Qζm, (−λmS2 + λS2)Qζm〉
= (λ− λm)〈ζm,S2ζ

m〉.

Thus the strategy for analytically determining the index in problems with isoperimetric
constraints is the same as for unconstrained problems. This strategy will be illustrated in
section 6 for the example of the buckling of an elastic strut under imposed force and twist. In
preparation for this example, we next summarize the basic elastic strut equations.
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5. The elastic strut.

5.1. Equilibrium equations. In the Kirchhoff theory of inextensible and unshearable elas-
tic struts [1, 4, 16, 17], the configuration of a strut is described by a centerline r(s) (written as
a function of arclength s) and a set of directors {d1(s),d2(s),d3(s)} that form an orthonormal
frame giving the orientation of the cross-section of the strut. For convenience, we choose a
length scale so that 0 ≤ s ≤ 1. Let the superscript ′ denote a derivative with respect to
s. The assumptions of inextensibility and unshearability of the strut are incorporated in the
requirement that d3(s), the director orthogonal to the strut cross-section, equals r′(s), the
tangent vector to the centerline.

Orthonormality of the directors implies the existence of a (Darboux) vector u(s) defined
by the kinematic relations

d′
i(s) = u(s)× di(s), i = 1, 2, 3.

The components of u in the strut frame are denoted by ui(s) = u(s) ·di(s) and are called the
strains.

It will be convenient to describe the directors via Euler parameters or quaternions q ∈
R

4. Quaternions provide an alternate formulation to Euler angles for parametrizing rotation
matrices in SO(3) (see, e.g., [25, p. 462]). The directors di are the columns of a rotation
matrix and can be expressed by rational functions of the quaternions,

d1 =
1

|q|2


q2

1 − q2
2 − q2

3 + q2
4

2q1q2 + 2q3q4
2q1q3 − 2q2q4


 , d2 =

1

|q|2


 2q1q2 − 2q3q4
−q2

1 + q2
2 − q2

3 + q2
4

2q2q3 + 2q1q4


 ,

d3 =
1

|q|2


 2q1q3 + 2q2q4

2q2q3 − 2q1q4
−q2

1 − q2
2 + q2

3 + q2
4


 ,

and therefore the strains can be expressed as

u1 =
2

|q|2
(
q′1q4 + q′2q3 − q′3q2 − q′4q1

)
, u2 =

2

|q|2
(−q′1q3 + q′2q4 + q′3q1 − q′4q2

)
,

u3 =
2

|q|2
(
q′1q2 − q′2q1 + q′3q4 − q′4q3

)
.

For convenience, we define d3i(s) to be the ith component of the vector d3. We impose
the following constraints on the elastic strut:

∫ 1

0
d31(q(s)) ds =

∫ 1

0
d32(q(s))ds = 0, q(0) = (0, 0, 0, 1), q(1) = (0, 0, sin(α/2), cos(α/2)).

(5.1)

The boundary condition on q(0) forces the s = 0 end of the strut to be tangent to the z-
axis. The pair of integral constraints imply, due to the inextensibility-unshearability condition
r′(s) = d3(s), that x(0) = x(1) and y(0) = y(1), i.e., that the s = 1 end of the strut lies directly
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above the s = 0 end. Finally, the boundary condition on q(1) implies that the s = 1 end of
the strut is tangent to the z-axis and is twisted by an angle α with respect to the s = 0 end.
Figure 1.1 depicts a solution that satisfies (5.1).

The elastic energy of the strut is expressed in terms of the strains, and we assume here a
commonly used quadratic energy

E[q] ≡
∫ 1

0

[
3∑
i=1

1

2
Ki

[
ui(q(s),q

′(s))
]2

+ λd33

]
ds,

where Ki are the bending (i = 1, 2) and twisting (i = 3) stiffnesses of the strut, and λ is a
force pushing downward on the strut. Unbuckled twisted equilibria are described by

q0(s) =




0
0

sin(αs2 )
cos(αs2 )


 ,

which correspond to directors

d1 =


cos(αs)sin(αs)

0


 , d2 =


− sin(αs)

cos(αs)
0


 , d3 =


00
1


 .

These are readily verified to be solutions to the Euler–Lagrange equations of the functional
E. The goal of section 6 is to use the theory of section 4 to assign to these configurations a
stability index.

5.2. The second variation. In this section, we show a routine but technical computation
of the second variation of E, finding in the end that it takes the form S = S1+λS2 required for
our results. The computation is somewhat involved due to our choice to parametrize SO(3)
by four-dimensional quaternions.

As outlined in section 2.2, for each equilibrium q0, we define an allowed variation to be
any δq so that δq(0) = δq(1) = 0 and 〈δq, (d3i)

0
q〉 = 0 for i = 1, 2. The second variation of E

is

δ2E[δq] =

∫ 1

0

[
(δq′)TL0

q′q′δq′ + (δq′)TL0
q′qδq+ (δq)TL0

qq′δq′ + (δq)TL0
qqδq

]
ds,(5.2)

where L is the integrand of E with the appropriate Lagrange multiplier terms added to it.
We note first a property of δ2E peculiar to the example at hand. The integrand L is

invariant to a scaling of q, i.e.,

L(cq, cq′) = L(q,q′)

for any c ∈ R. This degeneracy arises from our use of four-dimensional quaternions to repre-
sent the three-dimensional space SO(3) of directors. If we write δq(s) as β(s)q0(s) + w(s),
where, at each s, w(s) is perpendicular to q0(s), then

E[q0 + εδq] = E[(1 + εβ)q0 + εw] = E

[
q0 +

ε

1 + εβ
w

]
.
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Therefore, E[q0 + εδq] < E[q0] for ε sufficiently small if and only if E[q0 + εw] < E[q0] for
ε sufficiently small. Thus it is sufficient to consider only those allowed variations δq that are
orthogonal to q0 at each s. For example, if we define a projection matrix Π(s) ∈ R

4×3 whose
columns span the orthogonal complement of q0(s), then an arbitrary δq(s) can be written
as Π(s)ζ(s) + β(s)q0(s) for some ζ(s) ∈ R

3 and β(s) ∈ R, and the second variation we will
need to consider is δ2E[Πζ]. Thus we seek the maximal dimension of a subspace of functions
ζ(s) ∈ R

3 obeying δ2E[Πζ] < 0, ζ(0) = ζ(1) = 0, and 〈Πζ, (d3i)
0
q〉 = 0 for i = 1, 2. For

convenience, we observe that the constraints 〈Πζ, (d3i)
0
q〉 = 0 may be rewritten as 〈ζ,Ti〉 = 0

if we define Ti ≡ ΠT (d3i)
0
q. The matrix Π will be defined differently for the anisotropic and

the isotropic cases in sections 6.1 and 6.2, respectively.
Inserting δq = Πζ into (5.2) and integrating by parts terms starting with (ζ′)T , we find

δ2J [Πζ] = 〈ζ,Sζ〉,
where S is the operator

Sζ = −P̄ζ′′ + C̄ζ′ + Q̄ζ

with coefficient matrices

P̄ = ΠTL0
q′q′Π,

C̄ = (Π′)TL0
q′q′Π+ΠTL0

qq′Π − (ΠTL0
q′q′Π′ +ΠTL0

q′qΠ
)− (ΠTL0

q′q′Π
)′
,

Q̄ = (Π′)TL0
q′q′Π′ +ΠTL0

qqΠ+ΠTL0
qq′Π′ + (Π′)TL0

q′qΠ − (ΠTL0
q′q′Π′ +ΠTL0

q′qΠ
)′
.

Our choices of Π will cause the last term in each of C̄ and Q̄ to vanish and will yield simple
s-independent expressions for P̄, C̄, and Q̄. The resulting expression for S will take the form
required by Lemma 3.2:

S = S1 + λS2.

Explicit forms for S1 and S2 depend on the choice of Π and so will be shown individually in
sections 6.1 and 6.2.

6. Stability of unbuckled configurations.

6.1. The anisotropic strut. For the anisotropic strut, we choose

Π(s) ≡



cos(αs2 ) − sin(αs2 ) 0
sin(αs2 ) cos(αs2 ) 0

0 0 cos(αs2 )
0 0 − sin(αs2 )


 ,

which gives a second-variation operator S = S1 + λS2 with

S1ζ ≡

−4K1 0 0

0 −4K2 0
0 0 −4K3


 ζ′′+


 0 4α(K1 +K2 −K3) 0
−4α(K1 +K2 −K3) 0 0

0 0 0


 ζ′

+


4α2(K2 −K3) 0 0

0 4α2(K1 −K3) 0
0 0 0


 ζ(6.1)
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and

S2ζ ≡

−4 0 0
0 −4 0
0 0 0


 ζ.(6.2)

For this choice of Π, the projected constraints take the explicit form

T1(s) =


2 sin(αs)2 cos(αs)

0


 , T2(s) =


−2 cos(αs)2 sin(αs)

0


 .

6.1.1. Verification of hypotheses from section 4. Before applying the results of section
4, we remove the third component of ζ, which plays a trivial role. Any variation ζ can be
written as ζ = ζ̄ + ζ∗, where ζ̄ contains zeros in the first two slots, and ζ∗ contains a zero in
the third slot. Using the explicit form for S, and integrating by parts,

〈ζ̄,Sζ̄〉 = 4K3〈ζ̄′, ζ̄′〉 ≥ 0.(6.3)

By (6.1) and (6.2), Sζ̄ contains zeros in the first two slots, and Sζ∗ contains a zero in the
third slot, and, therefore,

〈ζ,Sζ〉 = 〈ζ̄ + ζ∗,S(ζ̄ + ζ∗)〉 = 〈ζ̄,Sζ̄〉+ 〈ζ∗,Sζ∗〉 ≥ 〈ζ∗,Sζ∗〉.(6.4)

So, given any basis ζ1, . . . , ζn for a maximal subspace on which 〈ζ,Sζ〉 < 0, the vectors
ζ∗1, . . . , ζ

∗
n must be linearly independent as functions of s since otherwise some linear combi-

nation of ζ1, . . . , ζn would have zeros in the first two slots and hence a nonnegative second
variation by (6.3). Then, by (6.4), the span of ζ∗1, . . . , ζ

∗
n is also an n-dimensional (hence

maximal) subspace on which 〈ζ,Sζ〉 < 0. Thus we may restrict our attention to variations ζ
with a zero in the third slot.

Thus we define

ζ∗ =
[
ζ1
ζ2

]
, T∗

1 =

[
2 sin(αs)
2 cos(αs)

]
, T∗

2 =

[−2 cos(αs)
2 sin(αs)

]
,

and

Hcons,∗
d = {ζ∗ ∈ H2(R2, (0, 1)) : ζ∗(0) = ζ∗(1) = 0, 〈ζ∗,T∗

1〉 = 〈ζ∗,T∗
2〉 = 0}.

Plugging ζ∗ into (4.1), we find

(S3 + λS4)ζ
∗ = c̆1T

∗
1 + c̆2T

∗
2, ζ∗ ∈ Hcons,∗

d ,(6.5)

where

S3ζ
∗ ≡

[−4K1 0
0 −4K2

]
(ζ∗)′′ +

[
0 4α(K1 +K2 −K3)

−4α(K1 +K2 −K3) 0

]
(ζ∗)′

+

[
4α2(K2 −K3) 0

0 4α2(K1 −K3)

]
ζ∗,

S4ζ
∗ ≡

[−4 0
0 −4

]
ζ∗.
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If we let Q denote the projection onto the space of functions L2-orthogonal to both T∗
1

and T∗
2, then (6.5) may be rewritten as (QS3Q)ζ∗ = 4λζ∗ for ζ∗ ∈ Hcons,∗

d . We thus have an
eigenvalue problem for the operator QS3Q on the space Hcons,∗

d . Relying on the fact that the
spectrum of S in Hd consists purely of isolated eigenvalues, each with finite multiplicity, one
can show that S3 has the same type of spectrum (see the argument on p. 3067 of [19]). It
then follows from the spectral theorem for self-adjoint operators [8, p. 233] that the solutions
of this equation form an orthogonal basis for Hcons,∗

d . Using the eigenvalue equation, we can
see that this basis is also (S3 + λS4)-orthogonal, as we need to apply Lemma 3.1.

6.1.2. Determination of the index. We observe that, for any continuous ζ∗ = (ζ1, ζ2)
with ζ1 and ζ2 not both identically zero,

〈ζ∗,S4ζ
∗〉 = −4

∫ 1

0
(ζ1(s)

2 + ζ2(s)
2)ds < 0.

Therefore, by Lemma 4.1, the index of the unbuckled equilibrium at (α, λ) is equal to the
number of branch points λn below λ at that particular angle α. Thus, once we have determined
the branch points, we will have determined the index at any (α, λ).

The differential equation appearing in (6.5) can be written out explicitly (after dividing
through by −4K1) as

ζ ′′1 −Aζ ′2 +Bζ1 = −sin(αs)c̆1
2K1

+
cos(αs)c̆2

2K1
,

ρζ ′′2 +Aζ ′1 + Cζ2 = −cos(αs)c̆1
2K1

− sin(αs)c̆2
2K1

,

where γ = K3/K1, ρ = K2/K1, A = α(1+ρ−γ), B = α2(γ−ρ)+ λ
K1

, and C = α2(γ−1)+ λ
K1

.
The general solution can be found in closed form, and, applying the four boundary conditions
ζ1,2(0) = ζ1,2(1) = 0 and two linearized constraints, we see that branch points occur when

det


 M1(0) M2(0) M3(0)

M1(1) M2(1) M3(1)∫ 1
0 T(s)TM1(s)ds

∫ 1
0 T(s)TM2(s)ds

∫ 1
0 T(s)TM3(s)ds


 = 0,(6.6)

where T(s) ≡ [T∗
1(s) T∗

2(s)
]
,

M1,2(s) =

[
σ1,2 cos(

√
ω1,2s) −σ1,2 sin(

√
ω1,2s)

sin(
√
ω1,2s) cos(

√
ω1,2s)

]
, M3(s) = − 1

2λ

[
sin(αs) − cos(αs)
cos(αs) sin(αs)

]

for ω1, ω2, the (possibly complex) quantities

ω1,2 =
A2 +Bρ+ C ±√(A2 +Bρ+ C)2 − 4BCρ

2ρ
,

and

σ1,2 = − A
√
ω1,2

ω1,2 −B
.
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(We note that, for a few isolated parameter values, the characteristic equation of (6.5) has
repeated roots, so the branch point equation does not take the above form.)

Further simplification of the determinant of this 6-by-6 matrix is difficult, so we instead
determine its zeros numerically in the results in section 6.3 (taking care to handle separately
the special cases where the characteristic equation has repeated roots). However, in the case
whenK1 = K2, this numerical search for zeros is difficult to implement since, due to symmetry,
the above determinant does not cross zero transversely but rather intersects it tangentially.
Thus we present in the next section a separate derivation of the index for an isotropic strut
K1 = K2.

6.2. The isotropic strut. WhenK1 = K2, we choose a slightly different projection matrix:

Π(s) ≡




cos(αs2 ) sin(αs2 ) 0
− sin(αs2 ) cos(αs2 ) 0

0 0 cos(αs2 )
0 0 − sin(αs2 )


 .

Then the second-variation operator is S = S1 + λS2, where

S1ζ ≡

−4K1 0 0

0 −4K1 0
0 0 −4K3


 ζ′′ +


 0 −4αK3 0
4αK3 0 0
0 0 0


 ζ′

and

S2ζ ≡

−4 0 0
0 −4 0
0 0 0


 ζ.

The projected constraints take the explicit form

T1(s) =


02
0


 , T2(s) =


−20
0


 .

We may follow the same procedure as in section 6.1.1 to show that the set of solutions to
(6.5) forms a basis for Hcons,∗

d , with the operator S3 now taking the form

S3ζ
∗ ≡

[−4K1 0
0 −4K1

]
(ζ∗)′′ +

[
0 −4αK3

4αK3 0

]
(ζ∗)′.

For any continuous ζ∗ = (ζ1, ζ2) with ζ1 and ζ2 not both identically zero,

〈ζ∗,S4ζ
∗〉 = −4

∫ 1

0
(ζ1(s)

2 + ζ2(s)
2)ds < 0,

and thus, by the theory of section 4, the index of the unbuckled equilibrium at (α, λ) is equal
to the number of branch points λn below λ at that particular angle α.
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The differential equation appearing in (6.5) can be written out explicitly (after dividing
through by −4K1) as

ζ ′′1 +Aζ ′2 +Bζ1 =
c̆2
2K1

,

ζ ′′2 −Aζ ′1 +Bζ2 = − c̆1
2K1

,

where γ = K3/K1, A = γα, and B = λ
K1

. The general solution can again be found in closed
form, and, applying the boundary conditions and constraints, we see that (apart from the
special cases A = 0, B = 0, and A2 + 4B = 0) branch points occur when there is a nontrivial
solution (C1, C2, C3, C4, c̆1, c̆2) to



1 0 1 0 0 1
2K1B

0 −1 0 −1 − 1
2K1B

0

cosω1 sinω1 cosω2 sinω2 0 1
2K1B

sinω1 − cosω1 sinω2 − cosω2 − 1
2K1B

0
2(1−cosω1)

ω1
−2 sinω1

ω1

2(1−cosω2)
ω2

−2 sinω2
ω2

− 1
K1B

0

−2 sinω1
ω1

−2(1−cosω1)
ω1

−2 sinω2
ω2

−2(1−cosω2)
ω2

0 − 1
K1B







C1

C2

C3

C4

c̆1
c̆2



=




0
0
0
0
0
0



,

where ω1,2 are the (possibly complex) quantities A±√
A2+4B
2 .

Denote the upper-left 4-by-4 block of this 6-by-6 matrix as M11, the upper-right 4-by-2
block as M12, the lower-left 2-by-4 block as M21, and the lower-right 2-by-2 block as M22.
Then detM11 = 2(1− cos(ω1 − ω2)). As long as ω1 − ω2 �= 2nπ, n = 1, 2, 3, . . . , we then find
that 


C1

C2

C3

C4


 = −M−1

11 M12

[
c̆1
c̆2

]
.(6.7)

Thus

−M21M
−1
11 M12

[
c̆1
c̆2

]
+M22

[
c̆1
c̆2

]
=

[
0
0

]
.

Simplifying the above equation, we find

1

K1Bω1ω2 sin
(
ω1−ω2

2

) (2(ω1 − ω2) sin
ω1

2
sin

ω2

2
− ω1ω2 sin

(
ω1 − ω2

2

))[
1 0
0 1

] [
c̆1
c̆2

]
=

[
0
0

]
.

(6.8)

Thus, we have only the trivial solution c̆1 = c̆2 = C1 = C2 = C3 = C4 = 0 unless

2(ω1 − ω2) sin
ω1

2
sin

ω2

2
− ω1ω2 sin

(
ω1 − ω2

2

)
= 0,
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or, in terms of A and B:

2
√
A2 + 4B sin

A+
√
A2 + 4B

4
sin

A−√
A2 + 4B

4
+B sin

(√
A2 + 4B

2

)
= 0.(6.9)

If this condition does hold, then any (c̆1, c̆2) will satisfy (6.8), with (C1, C2, C3, C4) then
determined by (6.7). Thus we have a branch point when (6.9) holds, and the corresponding
conjugate point has multiplicity two.

A check of the special cases ω1−ω2 = 2nπ, n = 1, 2, 3, . . . , reveals that the conjugate point
condition again takes the form (6.9), again with each conjugate point having multiplicity two.

In the special cases A = 0, B = 0, and A2 + 4B = 0, the general solution used above is
not valid, but we may directly analyze these cases to find the following:

• The case B = 0, A �= 0 yields the branch point condition

A

2
cos

(
A

2

)
= sin

(
A

2

)
,(6.10)

which matches the dominant term in a Taylor series expansion of (6.9) in the limit
that B → 0. Again, the conjugate points in this case have multiplicity 2.

• The case A = 0, B �= 0 yields the branch condition

√
B sin(

√
B)− 4 sin2

(√
B

2

)
= 0,

which matches (6.9) when A = 0. Again, the conjugate points in this case have
multiplicity 2.

• The case A2 + 4B = 0 can exhibit no branch points.

In summary, branch points are the solutions to (6.9) when B �= 0 and A2+4B �= 0. When
A2 +4B = 0, there are no branch points, while, when B = 0, they are the solutions to (6.10).

6.3. Results. In Figure 6.1, we show the index of the unbuckled configuration (color-
coded by the scheme given in Figure 6.2) for various values of the twist angle α, loading force
λ, bending stiffness ratio ρ, and twisting-to-bending stiffness ratio γ. In each frame of the
figure, the black lines indicate the locations of the branch points as a function of α and λ/K1

for ρ and γ held fixed. The top row of frames is for the isotropic problem ρ = 1, so the lines
were determined by (6.9), while, for the remaining frames, they were determined using (6.6).
The coloring of the diagrams is a computation of the index via the numerical conjugate point
test described in section 2 and verifies the result proven in this section, namely, that the index
at a point (α, λ/K1) is equal to the number of lines that lie below it. (In the isotropic case
ρ = 1, each line is counted with multiplicity two, as shown in section 6.2.)

The stability results in the isotropic case ρ = 1 match the standard intuition about
buckling. For zero twist, the unbuckled configuration is stable up to a maximal loading force
and becomes more and more unstable thereafter. As twist (either negative or positive) is
added, the same behavior is observed, except that the threshold for instability is lowered
since the twist destabilizes the unbuckled configuration.
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Figure 6.1. The index on the plane of unbuckled equilibria for various values of ρ, the ratio of bending
stiffnesses, and of γ, the ratio of twisting to bending stiffness. In each graph, the index of the unbuckled
equilibrium with twist angle α and endloading λ is indicated by color, following the scheme in Figure 6.2. Black
curves indicate the set of branch points as determined by the analysis in sections 6.1 and 6.2.
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0 1 2 3 4 5 6 7 8 9 10 12
Figure 6.2. Color scheme used to represent the index (index 11 is omitted since it does not appear in any

of our figures).

Comparing the ρ = 1 row to the ρ = 3/2 row, we can see the splitting generated by the
anisotropy, as each curve where the index jumps by two when ρ = 1 splits into a pair of
interlaced curves, where the index jumps by one when ρ = 3/2. As ρ grows, we also note a
prominent trend whereby a twist angle α can cause a stabilization of the first buckling mode,
as seen by the emergence of two protuberances symmetrically about α = 0, e.g., at ρ = 3/2
for γ = 1/2, at ρ = 2 for γ = 1, or at ρ = 3 for γ = 2. Physically, this corresponds to the fact
that an imposed twist effectively transfers some of the enhanced bending stiffness K2 to the
direction governed by K1 in the untwisted configuration. For α sufficiently large, this effect
is eventually countered by the fact that the act of twisting itself imposes a certain degree of
instability so that the green-yellow boundary curve eventually begins to decrease for values of
α further from the line α = 0. As ρ increases further, the protuberances become larger. The
bands with higher index mimic the shape of the green (stable) region.

As γ decreases, we can see that the dominant trend is simply to stretch the diagram
laterally away from α = 0. In the isotropic case, this stretching transformation is obeyed
exactly. (We can see in the theoretical derivation that the index depends on α only through
the term αγ.) In the anisotropic case, a change in γ causes some slight qualitative changes in
the index diagram in addition to this lateral stretch.

We note that we have restricted ρ to be greater than 1 in Figure 6.1 since any ρ < 1
diagram may be deduced from an appropriate ρ > 1 diagram. Specifically, given ρ < 1 and
any values for γ and K1, we have a strut with weaker bending stiffness equal to K2, stronger
bending stiffness equal to 1/ρ times the weaker bending stiffness (K1 = (1/ρ)K2), and twisting
stiffness equal to γ/ρ times the weaker bending stiffness (K3 = (γ/ρ)K2 = γK1). Thus, if we
consider the diagram with ρ∗ = 1/ρ > 1 and γ∗ = γ/ρ and relabel the y-axis as λ/K2 rather
than λ/K1, we will have the correct index diagram for (K1,K2,K3). (If one wants a diagram
with λ/K1 to match the other diagrams, one would simply scale vertically by K1/K2 = 1/ρ.)

7. Stability of buckled configurations.

7.1. “Slices” of the sheets of buckled equilibria. In the previous section, for fixed values
of ρ and γ, the index of each unbuckled configuration in the α−λ plane was determined. The
curves on this plane where the index changes indicate where sheets of buckled equilibria
intersect this plane. In this section, we discuss these sheets of buckled equilibria. They are
fairly complicated due to folding and branching, so we compute only those portions of the
sheets corresponding to some of the simplest buckled configurations.

To build up to displaying the sheets of buckled equilibria, we first consider “slices” in which
the angle α is fixed, while the force λ is allowed to vary. For example, we consider (ρ, γ) = (1, 1)
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Figure 7.1. A buckling problem at various values of the twist angle α. For bending stiffness ratios ρ = 1
(left) and ρ = 3/2 (right) and twisting-to-bending stiffness ratio γ = 1, we show the plane of unbuckled equilibria
colored by stability from Figure 6.1. Now we fix α at several values (π/2, π, 3π/2, 2π, 3π, and 4π) and vary
the force λ. Branches of buckled configurations will bifurcate at each point where an arrow meets a change in
color.

and (3
2 , 1). In each case, we fix several values of α, namely, α = π

2 , π,
3π
2 , 2π, 3π, 4π, and then

we vary the force λ, as shown in Figure 7.1.
For each slice, we compute one-dimensional branches of buckled equilibria using AUTO

[5, 6], which uses numerical parameter continuation to compute solutions to boundary value
problems (BVPs) such as we have here with the Euler–Lagrange equations in q(s) subject to
the constraints in (5.1). We present here only the briefest of introductions to continuation
methods and refer the reader to [5, 6] and references therein for a full description.

As the name suggests, numerical parameter continuation is the computation of a family
of solutions to a BVP as a parameter (in this case, λ) is varied. After discretization in s, the
BVP becomes a finite-dimensional equation of the form

F(X) = 0, F : R
n+1 → R

n.(7.1)

This system has one more variable than it has equations; the extra variable is the contin-
uation parameter λ. Therefore, given a solution X0, there generally exists a locally unique
one-dimensional family of points, called a solution branch, that passes through X0. AUTO
computes a numerical approximation to this solution branch using a well-known algorithm
called the pseudoarclength continuation method [15]. As implemented in AUTO, branch points
where new solution branches intersect the current branch can be detected and followed, and
thus we may begin with a known solution X0 on the plane of unbuckled equilibria, follow so-
lutions numerically on this plane, and then detect and follow the bifurcating branches which
emerge at the color changes in Figure 7.1.
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Figure 7.2. Force-length diagrams for several values of the twist angle α and the bending stiffness ratio ρ:
ρ = 1 in the left column, and ρ = 3/2 in the right column; α increases from π/2 to 4π vertically; γ = 1,K1 = 0.1
throughout. In each graph, the length z(1) is plotted against the force λ. Branches are colored by stability index,
using the color scheme from Figure 6.2. Horizontal branches represent unbuckled configurations. For ρ = 1, we
show the branch of buckled configurations arising from the first branch point, which splits into the two branches
shown in the ρ = 3/2 diagrams. Some secondary bifurcating branches are shown as dashed lines. Circles and
squares indicate points at the edges of the surfaces in Figures 7.9 and 7.11. Triangles with corresponding letters
A–D indicate configurations depicted in Figure 7.3.
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Figure 7.3. Physical configurations appearing in the bifurcation diagrams in Figure 7.2. The centerline of
the strut is shown as a green tube, while the director d1 is shown as a blue ribbon.

To visualize these branches, we create force-length bifurcation diagrams, i.e., two-
dimensional graphs that plot the force λ against the “length” z(1), the distance between
the two ends of the strut. (Thus negative lengths indicate that the endpoint of the strut cor-
responding to s = 1 has passed through the origin to the other side of the z-axis.) Figure 7.2
contains diagrams for the simplest buckling solutions. For the isotropic problem ρ = 1, these
simple solutions arise from the first branch point, the green-to-blue transition on the plane of
unbuckled equilibria. In the anisotropic problem ρ = 3

2 , these simple solutions perturb to two
branches of solutions, the green-to-yellow and the yellow-to-blue transitions on the plane of
unbuckled equilibria.

Some sample physical configurations appearing in these bifurcation diagrams are shown in
Figure 7.3. Configurations close to the plane of unbuckled equilibria contain a small amount of
buckling, as in configuration A, reminiscent of the first buckling mode of the classic untwisted
problem. For some values of α, these are initially stable and then become unstable at a fold in
λ, while, for sufficiently high α, they are always unstable. Further down the branch are more
drastically buckled configurations, still with positive length, such as configuration B. Some of
these are stable, as seen in the portions of the lowermost green branches that have z(1) > 0.
There are also negative length configurations such as configuration C, and, again, some of
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Figure 7.4. Force-length diagrams for the next-higher buckling modes as compared to those shown in Figure
7.2. For ρ = 1, γ = 1, we plot the branch of buckled configurations arising from the second branch point, while,
for ρ = 3/2, γ = 1, we plot the branches of buckled configurations arising from the third and fourth branch
points, which are the splitting of the branch in the first column. The square in the lower left graph indicates a
point at the edge of the surface in Figure 7.9. Triangles with corresponding letters E–G indicate configurations
depicted in Figure 7.5.
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Figure 7.5. Physical configurations appearing in the bifurcation diagrams in Figure 7.4. The centerline of
the strut is shown as a green tube, while the director d1 is shown as a blue ribbon.

these are stable. Finally, in some diagrams, there are branches leaving the graph at the left
edge; the corresponding configurations look like configuration D, and are all unstable. The
anisotropic diagrams are relatively simple splittings of the isotropic diagrams into two images,
although there are a few secondary bifurcating branches that appear, sometimes connecting
the two images to each other, and in one case (α = 3π

2 , ρ =
3
2) connecting a branch to itself.

Figure 7.4 illustrates the next-simplest buckling configurations. For the isotropic problem,
these solutions arise from the second branch point, the blue-to-light-blue transition on the
plane of unbuckled equilibria; for the anisotropic problem, these solutions perturb to two
branches of solutions, the blue-to-red and the red-to-light-blue transitions. Some sample
physical configurations appearing in these bifurcation diagrams are shown in Figure 7.5. The
strut initially buckles to a two-mode shape like configuration E, as in the classic untwisted
problem. Further on the branch, there are more drastically buckled configurations such as
configuration F . Negative length configurations also exist, such as configuration G; in one case
(α = π

2 , ρ =
3
2), these are stable. Here, the perturbation in the diagram caused by anisotropy

is quite complicated, leading in many cases to multiple secondary bifurcating branches with
complicated connectivity. We expect that this complication would only worsen for higher
buckling modes.

7.2. The sheets of buckled equilibria. Since AUTO is designed to compute one-
dimensional branches of solutions as described in the previous section, it does not directly
compute the two-dimensional sheets of buckled equilibria that we are interested in. However,
by using a judicious itinerary of parameter switching, one may compute an approximation of
the two-dimensional surface using a collection of one-dimensional curves [18, 22].

Consider first the computation of the plane of unbuckled equilibria. Of course, the config-
urations on this plane are known in closed form, so it is hardly necessary to determine them
numerically, but nevertheless it serves as a useful first example. Furthermore, it is compu-
tationally expedient to compute this plane numerically since in so doing AUTO will detect
branch points to be used as starting points for the computation of the sheets of buckled equi-
libria. We begin the computation of the plane of unbuckled equilibria at (λ, α) = (0, 0). We fix
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Figure 7.6. Triangulation of plane of unbuckled equilibria: The solid horizontal line at the bottom
of the grid represents the initial calculation fixing λ and allowing α to vary. Each of the solid vertical
black lines represents a continuation in λ keeping α fixed. Each (λi,j , αi) is marked with a black circle,
and the triangulation is shown with the dotted lines.

λ = 0 and allow α to vary, giving a system of the form (7.1), with α but not λ a component of
X. We then perform N steps of the continuation calculation described in section 7.1, giving a
solution branch which we will denote by (λi,1, αi), 1 ≤ i ≤ N . (Note that λi,1 = 0 for all i.) We
now begin a new one-dimensional continuation calculation at each of the solutions (λi,1, αi) by
fixing α = αi and allowing λ to vary. This leads to a solution branch which we shall denote by
(λi,j , αi), 1 ≤ j ≤M . We choose M to be fixed for all i so that the result is a “grid” of points
in the plane of unbuckled equilibria. Even though λi,1 = 0 for 1 ≤ i ≤ N , it is not necessarily
the case that λi,j = λk,j for j > 1, k �= i, since AUTO automatically adapts the step size
∆t during the calculation. We then triangulate the plane by choosing as the vertices of our
triangles (λi,j , αi), (λi+1,j , αi+1), (λi+1,j+1, αi+1) and (λi,j , αi), (λi,j+1, αi), (λi+1,j+1, αi+1) for
1 ≤ i ≤ N − 1, 1 ≤ j ≤M − 1, as shown in Figure 7.6.

The sheets of buckled equilibria are calculated in a similar fashion. During each one-
dimensional continuation in λ on the plane of unbuckled equilibria, AUTO is set to automat-
ically report all branch points that it detects. Let λi,1k denote the value of λ at the kth branch

point on the branch with α = αi. We note that, in general, λi,1k �= λm,1k when m �= i since the
position of the branch point is a function of α. At each such branch point, AUTO can be used
to switch branches and compute a solution branch on the sheet of buckled equilibria emanating
from the branch point. So, similar to the unbuckled case, we have an initial set of solutions
(λi,1k , αi) from which we perform continuation calculations, keeping α fixed and allowing λ to
vary. These calculations give rise to a set of buckled equilibria; we denote the values of λ and α
for these equilibria by (λi,jk , α

i) for 1 ≤ i ≤ N and 1 ≤ j ≤M . Finally, we triangulate the kth

sheet by choosing the vertices of our triangles to be (λi,jk , α
i), (λi+1,j

k , αi+1), (λi+1,j+1
k , αi+1)
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Figure 7.7. Triangulation of a sheet of buckled equilibria: As in Figure 7.6, the thick black line in
the (λ, α) plane represents the initial continuation in α keeping λ fixed, and the thin black lines in the
plane represent the continuations in λ keeping α fixed. We now represent the branch points by black
squares and show the branches of buckled equilibria emanating from each of them. The vertices of the
triangulation of the sheet are shown as circles on the branches. This triangulation is indicated by the
dotted lines, although, for clarity, we show only the triangulation between the first pair of branches.

and (λi,jk , α
i), (λi,j+1

k , αi), (λi+1,j+1
k , αi+1) for 1 ≤ i ≤ N − 1, 1 ≤ j ≤ M − 1, as shown in

Figure 7.7.

This method for generating bifurcation surfaces is fairly intuitive, but it may not produce
smooth results when the surfaces are complicated, such as in the case shown in the second
column of Figure 7.4. Folds and sharp bends can be difficult to track smoothly, and, because
the different one-dimensional branches are computed independently, the grid may become
significantly more skewed than in the relatively regular cases shown in Figures 7.6 and 7.7.
However, if the geometry of the surface is sufficiently simple, or if the discretization is made
sufficiently fine, then the surface can be smoothly portrayed.

For example, we now give two examples of the computation of sheets of relatively simple
buckled equilibria. First, we consider the region of the ρ = 1, γ = 1 plane of unbuckled equi-
libria highlighted in Figure 7.8, and then we show in Figure 7.9 two sheets of buckled equilibria
branching from this region. Each sheet required approximately 6 hours of computation on a
700 MHz Pentium III Xeon and consisted of 40 MB of data. For each equilibrium, the index
was calculated using a numerical implementation of the conjugate point technique discussed
in section 2.2, and the surface is color coded by index with the color scheme from Figure 6.2.
The first sheet contains portions of the slices appearing in column 1 of Figure 7.2, while the
second sheet matches up with column 1 of Figure 7.4. On the first sheet, buckled solutions
very close to the plane of unbuckled equilibria are stable (green) if α is sufficiently small but
have index 1 (yellow) for larger values of α. Continuing further on the sheet, we see that the
stable equilibria give way to index-1 equilibria as buckling continues. This pattern is repeated
on the second sheet but with index-2 equilibria giving way to index-3 equilibria.

As a second example, we consider the region of the ρ = 3
2 , γ = 1 plane of unbuckled

equilibria highlighted in Figure 7.10, and then we show in Figure 7.11 two sheets of buckled
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Figure 7.8. A portion of the plane of unbuckled equilibria for an isotropic rod (ρ = 1) with twisting-to-
bending stiffness ratio γ = 1. Within the region marked by the box, we will compute sheets bifurcating from the
lines of color changes; these sheets are shown in Figure 7.9.

equilibria branching from this region. In this case, the sheets of buckled equilibria match up
with the slices appearing in column 2 of Figure 7.2, i.e., the splitting of the first sheet of
buckled equilibria from the isotropic problem. The first sheet follows approximately the same
pattern of index-0 equilibria giving way to index-1 equilibria that appeared in the isotropic
case, while the second sheet involves a similar pattern of index-1 equilibria yielding to index-2
equilibria. This pattern is consistent with the usual expectation for stability of equilibria
under symmetry-breaking perturbations: one of the perturbed images has the index of the
symmetric case, and one has index one higher. In addition, we see a new feature in this case:
the presence of a blue (index-2) patch on the first sheet. This blue patch exists because of
a secondary bifurcating sheet, which is not shown in Figure 7.11 but can be clearly seen in
the (α = 3π

2 , ρ = 3
2) slice in Figure 7.2 as a yellow dashed branch running on top of a solid

blue branch. The solid blue branch is a slice of the blue patch in Figure 7.11, and thus we
can infer that the blue patch is spanned by a nearly parallel yellow patch of which the yellow
dashed branch is a slice. Looking through the slices in Figures 7.2 and 7.4, we can see that
this is the simplest example of the type of surface branching and reconnection that proliferates
through the bifurcation surface for more complicated buckled equilibria, not to mention the
dependence of this topological structure on ρ and γ.
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Figure 7.9. Portion of the surface of buckled equilibria for an isotropic rod (ρ = 1) with twisting-to-bending
stiffness ratio γ = 1, colored by the index of the equilibria according to the color scheme in Figure 6.2. For each
buckled equilibrium, the value of the force λ, twist angle α, and length z(1) are plotted, and three perspectives of
the resulting surface are shown. The plane is the portion of the plane of unbuckled equilibria shown in Figure
7.8, and two sheets bifurcate from it. The origin of the red axes is at (α, λ, z(1)) = (0, 0, 1). The spheres and
cube correspond to marked points in the left columns of Figures 7.2 and 7.4.

Figure 7.10. A portion of the plane of unbuckled equilibria for ρ = 3
2
, γ = 1. Within the region marked

by the box, we will compute sheets bifurcating from the lines of color changes; these sheets are shown in Figure
7.11.
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Figure 7.11. Portion of the surface of buckled equilibria for ρ = 3
2

and with twisting-to-bending stiffness
ratio γ = 1, colored by the index of the equilibria according to the color scheme in Figure 6.2. As in Figure 7.9,
three perspectives of the same surface are shown. The plane is the portion of the plane of unbuckled equilibria
shown in Figure 7.10, and two sheets bifurcate from it. The origin of the red axes is at (α, λ, z(1)) = (0, 0, 1).
The spheres and cubes correspond to marked points in the right column of Figure 7.2.

8. Conclusions. In this article, we developed a significant simplification of the standard
technique for determining the index of equilibria in parameter-dependent calculus of variations
optimization problems. One might argue that in practice only local minima are of interest, in
which case it would seem more efficient to employ a minimization algorithm directly rather
than pursue the apparently circuitous strategy of finding all equilibria and then performing a
conjugate point computation to locate the local minima. For a single optimization problem,
this argument may be correct, but for a problem with one or more parameters, it is less
clear. As the parameters are varied, the set of equilibria tend to form connected sets that
are readily tracked by parameter continuation, as we have seen in the one-dimensional and
two-dimensional bifurcation diagrams in this paper. In contrast, the local minima may exist
in several disconnected regions of parameter space and hence may be more difficult to locate
and track using standard minimization techniques.

Such computational issues aside, the equilibrium approach offers major advantages in
terms of qualitative understanding. The differential equations describing equilibrium may
yield to qualitative analysis, at least for a subset of the solutions, that leads to insight into
the overall structure of the problem. The central result of this paper, the corollary in section 3
and its extension to isoperimetrically constrained problems in section 4, is an example of this
type of analysis. This result applied to the unbuckled configurations of the elastic strut led to
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a complete understanding of the stability index of these configurations, as shown in Figure 6.1.
These unbuckled configurations were in turn the skeleton of the full set of equilibria, as seen
in Figures 7.2, 7.4, 7.9, and 7.11, in that they provided the starting point for the numerical
continuation necessary to compute the buckled configurations. As this pattern of complicated
“nontrivial” solutions bifurcating from a “trivial” family of solutions is quite common, the
combination of analysis and computation presented here could be applied to a variety of other
parameter-dependent problems.

Acknowledgments. We thank John Maddocks for helpful discussions on some of these
questions. Physical configurations and bifurcation surfaces were produced in POV-Ray.
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Synchronized Activity and Loss of Synchrony Among Heterogeneous Conditional
Oscillators∗
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Abstract. The inspiratory phase of the respiratory rhythm involves the synchronized bursting of a network of
neurons in the brain stem. This paper considers activity patterns in a reduced model for this network,
namely, a system of conductance-based ordinary differential equations with excitatory synaptic
coupling, incorporating heterogeneities across cells. The model cells are relaxation oscillators; that
is, no spikes are included. In the continuum limit, under assumptions based on the disparate
time scales in the model, we derive consistency conditions sufficient to give tightly synchronized
oscillations; when these hold, we solve a fixed point equation to find a unique synchronized periodic
solution. This solution is stable within a certain solution class, and we provide a general sufficient
condition for its stability. Allowing oscillations that are less cohesive but still synchronized, we
derive an ordinary differential equation boundary value problem that we solve numerically to find a
corresponding periodic solution. These results help explain how heterogeneities among synaptically
coupled oscillators can enhance the tendency toward synchronization of their activity. Finally, we
consider conditions for synchrony to break down.
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1. Introduction. The inspiratory phase of the respiratory rhythm may originate in a
network of interacting cells in a region of the brain stem called the pre-Bötzinger complex
(pre-BötC) [17]. Within the pre-BötC, when coupling among cells is blocked, there are silent
cells, cells that spike repeatedly, and intrinsically bursting cells that generate groups of spikes
separated by pauses [12, 14, 17]. The burst frequencies vary among different bursting cells,
depending on differences both in intrinsic cell properties and in inputs to the cells from other
brain regions. Moreover, cells in all groups seem to be capable of bursting, if provided with
appropriate inputs experimentally; hence they are referred to as conditional pacemakers.

Experiments in brain slices have shown that a coupled network of pre-BötC cells typically
displays synchronized bursting oscillations, even though some uncoupled cells are silent or
repeatedly spiking. Indeed, simulations suggest that with only about 10% of the cells in
the network operating in the intrinsic bursting mode when uncoupled, a model pre-BötC
network can still generate a synchronized population rhythm [3, 6]. Within the synchronized
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cell population, details of the bursting pattern, such as precise onset and offset times, may
differ slightly from cell to cell, presumably relating to the presence of intrinsic and input
heterogeneities. Synchronization can also break down as it is replaced by a more complex
bursting pattern such as a 2:1 or 4:1 rhythm, in which some subset of cells joins in only on 1
out of every 2 or 4 bursts of the rest of the cells [3], or perhaps even chaos [7].

In two papers, Butera and collaborators presented simulation results for models for indi-
vidual cells in the pre-BötC [2] as well as for a network composed of these cells [3]. In the
network, only excitatory coupling was included, as synchronized respiratory rhythms in pre-
BötC persist under experimental blockage of inhibition but not under blockage of excitation
[14]. For the most part, each cell was coupled to all other cells, since qualitatively similar
results were found for sparse and full connectivities [3]. Cells also received tonic external
excitatory input, with input strengths varying across the population.

The simulations in [2] captured the fact that individual neurons in the pre-BötC can be
transformed from silent to bursting to repeated spiking states by varying certain parameters.
When coupled, the simulated cells tended to engage in synchronized oscillations. Interestingly,
while coupling among identical cells increased the range of external input levels over which
synchronized oscillations occurred, relative to the oscillatory range for a single cell, networks
of coupled cells with heterogeneities in certain parameter values displayed the broadest such
dynamic range [3]. Thus heterogeneities in intrinsic cellular parameters and in external input
levels are hypothesized to play key roles in enhancing the robustness of the respiratory rhythm
and in shaping the details of cellular activity during these oscillations.

In this paper, we consider a synaptically coupled network of pre-BötC pacemaker cells,
each featuring heterogeneities in certain parameters, with each cell governed by a reduced
version of the conductance-based neuronal model presented in [2]; the model is introduced in
section 2. We treat this system via both simulation and analysis. We perform simulations on
a network of 20 heterogeneous cells with all-to-all excitatory synaptic coupling, with results
presented in section 3. Our simulations, done with XPPAUT (developed by G. B. Ermentrout
[8] and available at http://www.math.pitt.edu/˜bard/xpp/xpp.html), provide a useful tool
for phase space visualization of dynamics of nonidentical coupled oscillators. In particular,
in animations of our results, we display nullclines, which dynamically evolve according to
coupling levels present. For these nullclines, we also show the corresponding curves of knees,
as defined in section 2, which evolve similarly. For oscillatory dynamics, the curves of knees
are crucial in determining which cells are able to oscillate on each cycle of network activity,
and the visualization that we provide gives an extremely clear way to view their role while
network activity is in progress.

For our analytical treatment, we work in the continuum limit, in which the number of
cells in the population is infinite. Our results thus yield a good approximation of network
behavior with large numbers of cells, which is the biologically realistic scenario but for which
direct simulations become difficult. Our analysis, in sections 4 and 5, provides conditions
for the existence of stable synchronized relaxation oscillations in a reduced pre-BötC model.
When these conditions are satisfied, all cells in the network will begin and terminate their
active phases together, although they will do so from a distribution of voltage levels. Our
analysis shows that, when it exists, this synchronized oscillatory solution is unique. It also
yields a formula that pinpoints the location of cells at onset of activity, in an appropriate

http://www.math.pitt.edu/~bard/xpp/xpp.html
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phase space. We prove that this solution is always stable within a certain solution class, and
we provide a general sufficient condition for its stability. Alternatively, for the case of a more
gradual onset of activity, observed in our simulations and in [3] for some parameter values,
we derive in section 6 an ordinary differential equation boundary value problem that can be
solved numerically for the location of the cells at activity onset (or termination). The same
approach can be used to give conditions for synchrony with a gradual termination of activity.
Finally, in section 7, we give a condition under which a cell configuration in phase space will
not generate a synchronized oscillation, and we conclude with a discussion in section 8.

Synchronization of coupled oscillators has received significant attention in past works. In
particular, synchrony is one of many activity patterns considered previously in modeling stud-
ies of networks of synaptically coupled relaxation oscillators (reviewed in [13, 16]). A novel
feature of this paper is the inclusion of the effects of heterogeneity in such a network (see
also [10, 19, 20, 5]). Heterogeneity has been found previously to compromise the robustness
of synchronization in networks of spiking neurons with inhibitory coupling [4, 21]. Our anal-
ysis explains how heterogeneity can actually promote synchrony in a network of relaxation
oscillators with excitatory synaptic coupling, even when some cells in the network would be
unable to oscillate in isolation or with synaptic input only from cells identical to them. Similar
mechanisms are likely to act to promote synchrony in heterogeneous populations of bursting
neurons.

2. Model.

2.1. Single cell. We model each cell by a system of ordinary differential equations of the
form

v′ = f(v, h) + Iapp + Isyn,
h′ = εg(v, h).(2.1)

Here v(t) represents the membrane potential of the cell, and h is a channel state variable, as
described below. The parameter Iapp denotes an applied current, and ε > 0 is assumed to
be a small, singular perturbation parameter. The term Isyn encompasses coupling from other
cells; it is described in detail below.

Suppose, for now, that Isyn = 0. We assume that the v-nullclines {f(v, h) + Iapp = 0}
are cubic-shaped for all values of Iapp of interest. Moreover, the h-nullcline {g(v, h) = 0} is a
monotone decreasing curve that intersects each of the v-nullclines at a single point, denoted by
p0 = p0(Iapp); see Figure 1. We further assume that v′ > 0 (< 0) above (below) the v-nullcline
and h′ > 0 (< 0) below (above) the h-nullcline. It follows that, if p0 lies on the middle branch
of the v-nullcline, then (1) exhibits a stable limit cycle for all ε sufficiently small, while, if p0
lies on either the left or right branch of the cubic nullcline, then p0 is a globally stable fixed
point for all ε sufficiently small.

In the simulations that follow, we consider a specific instance of (2.1), namely, the conduct-
ance-based model

Cmv
′ = −gNam∞(v)h(v − vNa)− gL(v − vL) + Isyn + Iapp,

h′ = (h∞(v)− h)/τh(v),
(2.2)
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Figure 1. Numerically generated nullclines for (2.2) in the (v, h)-phase plane, with parameters from the
appendix. (a) Increasing excitatory input Iapp > 0 (from I1 = 10 to I2 = 25) lowers the v-nullcline (here
Isyn = 0). Cells with a range of Iapp values can all be visualized in the same phase plane; an example
representing the position of 15 cells is shown by the dark curve of circles. (b) Excitatory synaptic inputs further
lower nullclines for v < vsyn. The dark curve denoted by asterisks gives a numerical approximation to the left
curve of knees for Isyn = 0 and for Iapp ranging from I1 up to I2. (c) Uncoupled (hLK(Iapp)) and effective left
knees. The solid curve shows the left knee curve from part (b). The other curves show effective knees computed
numerically for gsyn/N = .005 (dotted) and gsyn/N = .01 (dashed) with Isyn computed by assuming that cells
jump up to the active phase in order of decreasing Iapp. Larger gsyn lowers the effective knees, promoting
synchrony.

where h∞,m∞ are monotone decreasing and increasing sigmoidal functions, respectively. The
full functional forms and parameter values used are given in the appendix; these are based on
models in [2, 3] but with sodium and potassium spiking currents blocked. The first equation
in (2.2) describes the evolution of the voltage across a cell’s membrane, with capacitance Cm,
in terms of a persistent sodium current (INaP in [2, 3]), a leak current, and input currents.
The second equation describes the slow inactivation of the persistent sodium current. For
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biophysically relevant parameter values, (2.2) can be considered as singularly perturbed, since
h evolves much more slowly than v.

The v-nullclines of (2.2) for different values of Iapp, with Isyn = 0, are shown in Figure 1a,
along with the h-nullcline. On each nullcline, the left branch corresponds to the silent phase,
where a neuron fires no spikes, and the right branch corresponds to the active phase, where a
neuron is said to be spiking. For all values of Iapp considered, the v-nullcline has two saddle-
node points, or knees, where the branches coalesce; see Figure 1b–c. We refer to these as a
left knee at a smaller value of v and a right knee at a larger value; we denote the left curve
of knees by (vLK , hLK)(Iapp) and the right curve by (vRK , hRK)(Iapp). Let Imax denote the
maximum of the values of Iapp over the cell population, and set hLK = hLK(Imax).

Note from (2.2) that increasing Iapp lowers the v-nullclines. If Iapp is sufficiently small,
then the fixed point p0 lies on the left branch of the v-nullcline, and the system is said to
be excitable. For larger values of Iapp, the fixed point lies on the middle branch of the cubic
nullcline, and the system is oscillatory, with a periodic solution that jumps up from the silent
phase to the active phase and then down from the active phase to the silent phase. Thus this
system captures the conditional pacemaker property of pre-BötC cells.

Simulations in [3] show that the biological effects of heterogeneities among cells in the
pre-BötC are reproduced by introducing heterogeneities in the applied current Iapp and in
the intrinsic parameters vL and gNa in (2.2). The influences of heterogeneities in Iapp and
vL in (2.2) can be combined by defining a new parameter Ĩapp = gLvL + Iapp. For notational
convenience, we will instead, without loss of generality, fix gLvL and restrict variations to Iapp.
In this paper, we will focus on heterogeneities in Iapp, although we mention specific influences
of heterogeneities in gNa in the discussion.

2.2. Synaptic coupling. We now describe Isyn, the coupling between cells. First, consider
a population of N discrete cells, and let the coupling to cell j be given by

Isyn =
gsyn
N

(
N∑
k=1

s∞(vk)

)
(vsyn − vj),(2.3)

where

s∞(v) = 1/(1 + exp((v − θs)/σs)).
Here we are assuming that the coupling is all-to-all and homogeneous. (That is, the form of
s∞ does not depend on the index k.) Note that, if σs is very small, then s∞(v) ≈ H(v − θs),
where H is the Heaviside step function; that is, s∞(v) ≈ 0 if v < θs, and s∞(v) ≈ 1 if v > θs.
In the analysis, we assume that s∞(v) = H(v − θs). The value θs is such that a cell’s voltage
increases through θs as it jumps up to the active phase.

In (2.3), gsyn > 0 represents the maximal synaptic conductance, and vsyn is the synaptic
reversal potential. We will choose vsyn so that vk(t) < vsyn for each k along every solution of
interest. This implies that Isyn is always positive, corresponding to excitatory coupling; see
Figure 1b.

In the analysis, we will consider the continuum limit of infinitely many cells. We assume
that each cell is parameterized by a point x in some domain D. One may view D as some
subset of R

3; however, this is not necessary. We then denote the dependent variables as
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v(x, t) and h(x, t). As before, heterogeneities will be in the applied currents, which we denote
as Iapp(x). We then let

Isyn(x, t) = (gsyn/V ol) (vsyn − v(x, t))
∫
D
s∞(v(x, t))dx,(2.4)

where s∞ is defined as above and V ol =
∫
D dx.

When Isyn = 0, the h-values hLK(Iapp), hRK(Iapp) for the knees of the v-nullcline are
defined by solving the two equations f + Iapp = 0 and ∂f/∂v = 0. Suppose that all cells with
the same value of Iapp are synchronized, such that the parameterization by x is equivalent to
a parameterization by Iapp. For Isyn > 0 given by (2.4), the equations f + Isyn + Iapp = 0
and ∂(f + Isyn)/∂v = 0 then define curves h(Iapp) as well. When solutions exist, we refer to
these as effective knees. The effective knees will be crucial for determining which cells jump
up to the active phase in a network oscillation. An example appears in Figure 1c, based on
the assumption that cells jump up to the active phase in order of decreasing Iapp, such that
Isyn becomes larger for cells with smaller Iapp. The role of the effective knees is illustrated in
the numerical simulations in the next section. Note that, in Figure 1c, the effective curve of
knees may be nonmonotone due to the larger value of Isyn that occurs for smaller Iapp when
cells jump up to the active phase in order of decreasing Iapp.

3. Numerical simulations of network activity. In this section, we present numerical sim-
ulations of (2.2) that illustrate different population rhythms exhibited by the model network.
We consider a population of 20 cells and denote the dependent variables corresponding to cell
i, 1 ≤ i ≤ 20, as (vi(t), hi(t)). We assume that the heterogeneity parameter Iiapp varies in
a uniform linear fashion between Imin = 10 and Imax = 25. Note that, when Iapp = Imin,
system (2.2) with Isyn = 0 is excitable, while, if Iapp = Imax, then (2.2) is oscillatory. We
demonstrate how the population rhythm changes as we vary the parameter ḡsyn = gsyn/20.

First suppose that ḡsyn = .012. Then the cells’ activities are fairly well synchronized. This
is demonstrated in Figure 2a, where we show the evolution of each vi(t). Note that all of the
cells jump up to and down from the active phase at approximately the same times. Further,
ordered jumping up occurs, such that cells with larger values of Iapp jump up before cells with
smaller Iapp, as seen in the simulations in [3].

Perhaps a more illuminating way to present this solution is presented in Figure 3. This
shows the evolution of each (vi(t), hi(t)) in the same (v, h) phase plane, along with the cubic-
shaped v-nullclines (in black for ilow ≡ Imin and in red for ihigh ≡ Imax) and effective
knees corresponding to different levels of applied current and synaptic coupling. The synaptic
coupling level is displayed in the upper-right corner as stot, defined as

∑20
k=1 s∞(vk). Cells are

color-coded according to their Iapp values, with red for largest Iapp and dark blue for smallest
Iapp, and the effective left and right knees for each cell share its coloring. As stot changes,
the effective knee positions move correspondingly. From this animation, we can observe that
the cell with largest Iapp jumps up first. Moreover, since the excitatory coupling lowers the
nullclines and corresponding knees for cells while any cells are in the active phase, we see that
synaptic coupling here prolongs active phases and slows oscillation frequency relative to the
uncoupled case (as a consequence of fast threshold modulation; see [18]). This is similar, but
complementary, to the mechanism by which inhibition can speed up rebound burst frequency
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Figure 2. Voltage versus time for synchronized oscillations of 20 heterogeneous pre-BötC cells. Moving
horizontally across the figure corresponds to picking out different cells in the network. Time evolves downward.
Voltage is coded in greyscale. The range of voltages encoded is limited to −30mV up to −10mV in order to
focus sharply on the active phases of oscillations, which correspond to the dark bands in the figure. Cells with
larger Iapp values are labelled by higher numbers, appearing to the right in the figure. Note that cells with large
Iapp tend to jump up earliest in each cycle. (a) ḡsyn = 0.012 gives a fairly unified jump-up. (b) ḡsyn = 0.009
gives a more gradual jump-up.

in networks [11], and it agrees with the observation in [3] that excitatory synaptic coupling
slows oscillation frequency.

Figure 3 clearly demonstrates that each cell, while in the silent (active) phase, lies along
the left (right) branch of the cubic corresponding to the level of applied current and synaptic
input it is receiving. The positions of all of the cells at each fixed time approximates a curve
that evolves in the (v, h) phase plane. We refer to this curve as a snake of synchrony. The
primary goals of this paper are to derive conditions for when such a synchronous solution
exists and to derive an analytic expression for the corresponding evolving snake curve.

Remark 3.1. Generally, a synchronous solution can be defined as one in which all cells
jump up to the active phase on each cycle, and no active cell jumps down until all cells have
jumped up. In our analysis, we will consider different types of synchronous solutions. In one,
cells will jump up at the same moment in time, in an appropriate sense. In another, we allow
cells to jump up at different times, but we require that no active cell jumps down until all of
the other cells are active. In both cases, we assume that cells with Iapp = Imax jump up first
and that cells jump up in order of decreasing Iapp, as observed in simulations.

As we gradually decrease gsyn, and thus ḡsyn, different cells may jump down first, and
then the jump-up may become less unified (Figures 2b and 4). Note from Figure 2b and
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Figure 3. Animation of a simulated synchronized oscillation with unified jumps (ḡsyn = .012). Since all
cells jump up at similar times, they end up fairly close together in the active phase, as shown in this still frame.
Since all cells are in the active phase in the still frame, stot =

∑20

k=1
s∞(vk) = 20.

Figure 4 that the same cell (with I = Imax) jumps up and down first; as gsyn is weakened
and the jump-up becomes more gradual, cells become unable to catch up to the lead cell
with I = Imax in the active phase. Finally, for still smaller gsyn, synchrony is lost, and more
exotic population behaviors arise. For example, suppose that ḡsyn = .00825, and consider
the solution shown in Figures 5a and 6. Note that the entire population breaks up into two
groups. Cells within each group are fairly well synchronized; however, one of the groups jumps
up to the active phase only during every second cycle of the other group. As we decrease gsyn,
solutions become increasingly more complicated. Figures 5b and 7, for instance, show that,
when ḡsyn = .0035, the solution appears to be quite irregular and possibly chaotic. Moreover,
cells with Iapp < Imax may now jump up first on certain cycles, as seen in Figure 7. This can
happen because, when a cell fails to jump up on one cycle, it can end up quite close to its
uncoupled knee in the silent phase after active cells jump down on that cycle. Finally, when
gsyn is sufficiently small, cells behave essentially as if they are uncoupled.

4. Analysis of snakes—preliminaries.

4.1. Introduction. Here and in section 5, we derive an analytic expression for a periodic
solution to (2.1), consisting of a snake of synchrony for which all cells become active on each
cycle of network activity, and conditions for when such a solution exists. In order to derive
the analytic formulas, it will be necessary to make several simplifying assumptions on the
nonlinear functions in (2.1). These assumptions are based on the numerical simulations of

http://epubs.siam.org/sam-bin/getfile/SIADS/articles/40323_03.gif


154 JONATHAN RUBIN AND DAVID TERMAN

Figure 4. Animation of a simulated synchronized oscillation with gradual jump-up (ḡsyn = .009). The
gradual jump-up causes cells to be quite spread out in the active phase, as shown in this still frame.

(2.2) discussed above as well as the forms of the nonlinearities in (2.2), as discussed below
and in the appendix. In particular, to derive explicit formulas, we assume that all cells jump
up and down together, in a sense to be made precise below. This is quite accurate for large
gsyn. In section 6, we allow for more gradual jumping. This does not lead to an explicit snake
formula but rather to a single ordinary differential (with respect to Iapp) equation boundary
value problem that can be solved numerically for the periodic solution, expressed as a curve
parameterized by Iapp.

Recall that a snake of synchrony is a curve in the (v, h) phase plane, parameterized by
the position x ∈ D, that evolves in time. For our analysis, it will be more convenient to
parameterize the snakes by the heterogeneity parameter Iapp, which we usually write as simply
I. As noted earlier, this is justified if all of the cells with the same input Iapp are completely
synchronized; that is, if Iapp(x1) = Iapp(x2), then (v(x1, t), h(x1, t)) = (v(x2, t), h(x2, t)) for all
t. Under this assumption, we denote the snake as (v(I, t), h(I, t)) for Imin ≤ I ≤ Imax, where
Imin and Imax are the minimum and maximum values of Iapp for x ∈ D, respectively. (It is
assumed that each of Imin and Imax is attained for some x in D, justifying the notation, and
that both are finite.) We shall refer to either the cells with input I or the position in phase
space of these cells as cell(I).

We assume that, initially, the snake is in the silent phase with one of the cells at a left
knee ready to jump up. This will turn out to be the cell (or cells) with the maximum applied
current Imax, as discussed in the previous section and Remark 3.1. We then follow the snake
around in phase space until it completes one cycle. This cycle consists of four pieces: the

http://epubs.siam.org/sam-bin/getfile/SIADS/articles/40323_04.gif
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Figure 5. Voltage versus time for asynchronous rhythms of 20 heterogeneous pre-BötC cells. (a) With
ḡsyn = .00825, three oscillation cycles are shown; in the first and third, several of the cells with small Iapp fail
to become active. (b) With ḡsyn = .0035, participation in the oscillations is irregular, especially for cells on the
edge of the participating and nonparticipating regions of the population.

jump-up, the active phase, the jump-down, and the silent phase. We analyze the evolution
of the snake over each of these pieces in the subsections below. The analytic formula for
the snake is then obtained by assuming that the snake returns after one complete cycle to
precisely the position from which it started. We derive the formula for the position of the
snake at jump-up, although this could be done similarly for the snake position at other stages
in a cycle.

4.2. The silent and active phases. We now derive equations for the evolution of the cells
during the silent and active phases. The first step is to introduce the slow time scale τ = εt
in (2.1). We then set ε = 0 and Itot(x, t) = Iapp + Isyn(x, t) to obtain the reduced equations

0 = f(v, h) + Itot,

h′ = g(v, h),
(4.1)

where differentiation is now with respect to τ . The first equation states that the cells lie along
either the left or right branch of the cubic v-nullcline determined by Itot; we refer to these
nullclines simply as cubics below. We denote these branches as

v = vL(h, Itot) and v = vR(h, Itot),
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Figure 6. Animation of a simulated solution that breaks up (ḡsyn = .00825). This still frame shows the
red and orange cells, with largest Iapp, beginning to jump down, while the darkest blue cells, with smallest Iapp,
have failed to reach their effective knees for jump-up.

respectively. Substituting this into the second equation of (4.1), we find that the slow variables
h satisfy scalar equations of the form

h′ = g(vα(h, Itot), h) ≡ Gα(h, Itot),(4.2)

where α = L or R depending on whether the cell lies in the silent or active phase, respectively.

We next make some simplifying assumptions on the nonlinear functions. These will allow
us to solve the scalar equations (4.2) explicitly. We first consider the active phases, during
which the cells lie along the right branches of certain cubics. For these values of (v, h), we
assume that

h′ = GR(h, Itot) = −ρh(4.3)

for some positive constant ρ. In order to justify this assumption, we consider the biophysical
model (2.2), in which

g(v, h) = (h∞(v)− h)/τh(v).(4.4)

For the parameter values given in the appendix, one finds that h∞(v) is extremely small
and τ(v) is nearly constant while the cells are in their active phases. This then leads to the
approximation (4.3).

http://epubs.siam.org/sam-bin/getfile/SIADS/articles/40323_06.gif
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Figure 7. Animation of a simulated irregular solution (ḡsyn = .0035). In this still frame, note that cells
with Iapp < Imax have jumped up first in this oscillation cycle. Since only two cells are active in the still frame,
stot = 2.

Now consider the silent phases, during which cells lie along the left branches of the ap-
propriate cubics. We will assume that GL(h, Itot) is linear. More precisely, assume that there
exist positive constants a, b, and c such that

h′ = GL(h, Itot) = −ah− bItot + c.(4.5)

This will be the case if g(v, h) is given by (4.4), h∞(v) is linear, τh(v) is constant, and each
of the left branches is linear. Of course, none of these conditions are precisely satisfied.
However, we demonstrate later that these assumptions lead to a very good approximation of
the synchronized snake.

Remark 4.1. Recall that hLK = hLK(Imax), the h-value of the left knee of the v-nullcline for
Iapp = Imax. Since we assume that there is no fixed point on the left branch of the v-nullcline
for Iapp = Imax, we have

− ahLK − bImax + c > 0.(4.6)

4.3. Jumping up. In section 5, we will consider synchronous snakes with the property
that all of the cells jump up together, with respect to the slow time scale. In section 6,
we consider snakes that jump up more gradually. The reason why simultaneous jump-up is
possible is that, when one cell jumps up, the synaptic inputs to all of the other cells increase.
This lowers the cubics associated with the other cells. If one of the other cells lies above the left

http://epubs.siam.org/sam-bin/getfile/SIADS/articles/40323_07.gif
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knee of its lowered cubic (i.e., above its effective left knee), then that cell will also jump up to
the active phase, leading to the further lowering of the cubics. Since the jump-up takes place
on the fast time scale and the Heaviside synaptic variables s∞(v) respond instantaneously, it
is possible for all of the cells to jump up together with respect to the slow time variable τ .

We now derive an expression for when the cells do jump up together as described above.
Cells with Iapp = Imax jump up when they reach their left knee. Motivated by Remark 3.1,
we assume that the cells that jump up do so in order of decreasing Iapp. Fix I ∈ [Imin, Imax),
and assume that each of the cells with I < Iapp < Imax jumps up at the same moment as
cell(Imax). We wish to determine whether cell(I) must also jump up at that moment, that
is, whether it lies above the left knee of the appropriate cubic.

Let (v(I), h(I)) denote the position of cell(I) in (v, h) phase space, where v(I) = vL(h(I), I),
at the moment when the cells with Iapp > I jump up. From (2.4), it follows that the synaptic
input to cell(I) is

Iusyn(I) ≡ (gsyn/V ol)(vsyn − v(I))µ{x : Iapp(x) > I},(4.7)

where µ is the usual Lebesgue measure and V ol is the same normalization factor given in (2.4).
Essentially, µ{x : Iapp(x) > I} gives the volume of the subset of D on which Iapp(x) > I. We
assume henceforth that Iusyn(I) is a continuously differentiable function of I on (Imin, Imax).
Following the notation introduced in the preceding section, we find that cell(I) will jump up
if

h(I) > hLK(I + Iusyn(I)).(4.8)

Hence, if this last condition is satisfied for all I ∈ [Imin, Imax], then all of the cells will jump
up together. In subsection 5.2, we demonstrate how this leads to an explicit condition on
parameters and nonlinear functions in (2.2) for the existence of a snake of synchrony.

4.4. Jumping down. For the solutions under consideration in sections 5 and 6, all cells
jump down at the same time with respect to τ , from right knees hRK(I) which depend on I.
This is possible through a mechanism analogous to that described above for synchronous jump-
up. Jump-down is initiated when cell(Id) reaches its right knee for some Id ∈ [Imin, Imax].
Once this occurs, then, for each I �= Id, the loss of synaptic input to cell(I) from the jumping
down of other cells raises the effective right knee of cell(I) sufficiently high that h(I) < hRK(I+
Isyn(I)) for the appropriate value of Isyn(I), and cell(I) jumps down. Since any cell(Id)
may initiate the jump-down, writing an expression analogous to (4.7) for Isyn(I) at jump-
down becomes complicated (although, for special cases, we can derive a jump-down condition
analogous to (4.8)). Instead, we simply assume that all cells jump down together. This
assumption is based on numerics showing unified jump-down for all synchronous solutions.
Moreover, while no cells have critical points on their right branches, all cells’ right knees come
close to h∞(v) in the active phase for the parameter values in the appendix. Thus, based
on (4.4), all cells become compressed toward their right knees in the active phase, promoting
unified jump-down.



SYNCHRONY OF HETEROGENEOUS OSCILLATORS 159

5. Linear snakes: Cells jump up and jump down together.

5.1. Snake formula. We assume throughout this section that all of the cells jump up and
jump down together, with respect to the slow time scale. Although this condition may not
hold, in general, we will demonstrate that, for strong coupling, it does lead to a very good
approximation for the snake. We shall derive an explicit formula for the initial (jump-up)
position h(I) ≡ h(I, 0) of a periodic snake of synchrony. It will follow that h(I) must be
linear in the case of synchronized jumps.

Suppose that the first cell to jump down is cell(Id) and this cell jumps down at the right
knee, whose position we denote by hdRK . (Note that it is possible that Id �= Imax.) Then the
time that cells spend in the active phase after they jump up is the time for cell(Id) to evolve
from hd ≡ h(Id) to hdRK under (4.3), namely, TA = 1

ρ ln(hd/h
d
RK). At this jump-down time,

each cell has a position given by h(I, TA) = h(I)h
d
RK/hd.

We next consider when the cells are in the silent phase after they jump down. During this
time, Isyn = 0. Hence each cell evolves according to (4.5) with Itot = I and initial position
h(I, TA). It follows that, while in the silent phase,

h(I, τ) = h(I)
hdRK

hd
ea(TA−τ) + ΛI(1− ea(TA−τ)),(5.1)

where we set

ΛI = (c− bI)/a,(5.2)

which is the value of the critical point of (4.5) for Isyn = 0. One cycle is completed when
cell(Imax) returns to its left knee, hLK ≡ hLK(Imax). If this is at time T , then, setting
TS = T − TA, (5.1) yields

h(I, T ) = h(I)
hdRK

hd
e−aTS + ΛI(1− e−aTS ) ≡M(h(I)).(5.3)

Now a periodic snake of synchrony corresponds to a fixed point of the operator M(h(I)).
In particular, for I = Imax, setting ΛI = ΛM ≡ ΛImax in (5.3) gives

hLK = hLK
hdRK

hd
e−aTS + ΛM (1− e−aTS ).

Multiplying through by h(I)/hLK gives

h(I) = h(I)
hdRK

hd
e−aTS +

ΛMh(I)

hLK
(1− e−aTS ).(5.4)

We now have expressions for M(h(I)), from the right-hand side of (5.3), and h(I), from (5.4).
The corresponding fixed point equation M(h(I)) = h(I) has a unique solution, given by the
analytic expression

h(I) = hLK

(
ΛI

ΛM

)
= hLK

(
c− bI
c− bImax

)
.(5.5)
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Note that the value of h(I) given in (5.5) is attainable by the evolution of (4.5), since it
lies below the critical point of (4.5) for each I. This holds since hLK < ΛM by (4.6), while the
critical point of the h-equation for fixed I is ΛI . In Figure 8, the fixed point snake position
at jump-up predicted by (5.5) is compared to the snake position at jump-up from numerical
simulations of the pre-BötC network (2.2), with 20 cells, for gsyn/20 = .012, which leads to
relatively simultaneous jumps (see Figures 2a and 3).
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Figure 8. Fixed point snake positions at jump-up. The dashed curve shows the estimate from formula (5.5),
and the solid curve shows the result from numerical simulations of (2.2), with 20 cells, both for gsyn/20 = .012.

Remark 5.1. Interestingly, formula (5.5) for the snake does not depend on any parameter
associated with the active phase or the synaptic coupling between cells. Such parameters may
affect whether or not cells all jump up together, but if this does happen, then (5.5) gives the
position of the snake of synchrony at jump-up.

5.2. Jump-up condition. When deriving the snake formula, we assumed that all of the
cells jumped up together. Here we use (4.8) to derive conditions on the parameters for when
this must be the case. For simultaneous jump-up, the left-hand side of (4.8) is given by the
snake formula given in (5.5). It remains, therefore, to estimate terms on the right-hand side
of (4.8).

Choose λ1 so that, if (v, h) lies in the silent phase (with Isyn = 0), then

vsyn − v > λ1.(5.6)

We assume that there exists λ2 > 0 such that

µ{x : Iapp(x) > I} ≥ λ2(Imax − I)(5.7)

for all I ∈ [Imin, Imax]. The existence of a strictly positive λ2 such that (5.7) holds requires
that the distribution of I values does not have an exponentially decaying “tail” near Imax.
Such a tail would lead to a gradual jump-up, which is discussed in section 6.
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Now let Iusyn(I) be as in (4.7), and set λ0 = λ1λ2. It then follows from (4.7), (5.6), and
(5.7) that

Iusyn(I) > gsynλ0(Imax − I).(5.8)

Finally, we assume that we can bound hLK(I) between two linear functions of I; that is, there
exist positive constants m1 and m2 such that

m1(Imax − I) < hLK(I)− hLK < m2(Imax − I)(5.9)

for all I ∈ [Imin, Imax]. (Recall that hLK ≡ hLK(Imax).) Together with (5.8), this implies
that

hLK(I + Iusyn) < hLK +m2(Imax − I)(1− gsynλ0).(5.10)

A straightforward calculation, combining (4.8), (5.5), and (5.10), then demonstrates that (4.8)
is satisfied if

gsyn >
1

λ0

(
1− bhLK

am2ΛM

)
,(5.11)

that is, if the synaptic coupling is sufficiently large.

When deriving the snake formula, we also assumed that cell(Imax) is the first to jump up.
This will be the case if

h(I) = hLK
ΛI

ΛM
< hLK(I)

for all I < Imax. Using the left-hand side of (5.9), the definition of ΛI from (5.2), and the
notation ΛM := ΛImax , we find that this holds if

m1 >
bhLK
aΛM

,(5.12)

that is, if the curve of left knees is sufficiently steep.

Remark 5.2. In the simulations throughout this paper, the right-hand side of (5.12) is
considerably smaller than m1. This fits nicely with the fact that cell(Imax) jumps up first in
all of the synchronized solutions that we observe.

Remark 5.3. In a similar manner to the above, we can derive conditions for which a cell
hits its right knee first and for whether all cells jump down together when this occurs. Note,
however, that the jump-down is in general observed to be well synchronized in our simulations,
in full model simulations [3], and in experiments [12]. In the appendix, we also discuss how
the parameters in (5.11) and (5.12) can be easily approximated from system (2.2), giving a
means to predict whether system (2.2) can be expected to support synchronized oscillations
with unified jump-up for particular parameter values. In the next section, we derive a more
general formula for the snake in which we do not assume that all of the cells jump up at the
same time on the fast time scale.
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5.3. Stability of the fixed point snake of synchrony. In this subsection, we consider
stability of the fixed point (5.5) representing the snake of synchrony, from two perspectives.
The map given in (5.3) is nonlocal since the term h(Id) appears explicitly in it for all I, and
this complicates stability analysis. We start by considering the class of linear snakes. That
is, we restrict ourselves to snakes that satisfy initial conditions of the form

h(I, 0) = h(I) = hLK + α(Imax − I)(5.13)

at jump-up for an arbitrary parameter α. It is easy to check that a solution of (4.3) and (4.5),
with simultaneous jumps between phases, remains linear if it satisfies (5.13) at jump-up. We
derive a map on slopes α defined for linear snakes, with a fixed point corresponding to (5.5),
and use this to prove that the snake of synchrony is stable within the class of linear snakes.
After this, we derive a sufficient condition for this snake of synchrony to be nonlinearly stable,
without restriction of solution class.

Because solutions with initial conditions that are linear functions of I remain linear for
all time, the initial condition (5.13) evolves after one cycle into another linear function of I,
possibly with a different slope. We write this as

h(I, T ) = hLK + π(α)(Imax − I).

Here T is the cycle duration. This naturally gives rise to a real map α → π(α). We wish to
derive a formula for this map, find the fixed point corresponding to (5.5), and determine its
stability.

Recall that h′ = −ρh in the active phase. Consistent with our earlier notation, we fix Id
such that cell(Id) jumps down first. As previously, let hd = h(Id, 0), let h

d
RK denote the value

of h at the right knee for I = Id, and recall that TA denotes the time spent by all cells in the
active phase. Then (4.5) yields

h(I, TA) = (hLK + α(Imax − I)) e−ρTA ,(5.14)

where

e−ρTA =
hdRK

hd
.(5.15)

As previously, in the silent phase, h′ = −ah − bI + c, and ΛI = (c − bI)/a. Solving this
silent phase equation with initial condition (5.14) yields that, for TA < τ < T ,

h(I, τ) = h(I, TA)e
a(TA−τ) + ΛI(1− ea(TA−τ))

or, letting TS = T − TA,

h(I, T ) = (hLK + α(Imax − I)) e−ρTAe−aTS + ΛI(1− e−aTS ).(5.16)

Note that h(Imax, T ) = hLK . Hence, for ΛM := ΛImax , as previously,

hLK = hLKe
−ρTAe−aTS + ΛM (1− e−aTS ).(5.17)
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We use this last equation along with (5.16) to conclude that

h(I, T ) = hLK + α(Imax − I)e−ρTAe−aTS + (ΛI − ΛM )(1− e−aTS )

or

h(I, T ) = hLK + (Imax − I)
(
αe−ρTAe−aTS +

b

a
(1− e−aTS )

)
.

It follows that

π(α) = αe−ρTAe−aTS +
b

a
(1− e−aTS ).(5.18)

To rewrite (5.18), note that, from (5.17),

e−ρTAe−aTS = 1− ΛM

hLK
(1− e−aTS ),(5.19)

which implies, after some rearrangement, that

π(α) = α+

(
b

a
− α ΛM

hLK

)
(1− e−aTS ).(5.20)

Finally, solving π(α0) = α0 yields an expression for the fixed point α0, namely,

b

a
− α0

ΛM

hLK
= 0 or α0 =

b

a

hLK
ΛM

.(5.21)

Remark 5.4. Note that the slope specified in (5.21) is exactly that of the fixed point snake
(5.5), and so our two calculations are consistent. However, the calculation here is not as
general as the earlier one in subsection 5.1, which, in theory, allowed for the possibility of
nonlinear fixed points.

Next we consider the stability of the fixed point. We differentiate (5.20) to find that

π′(α) = 1− ΛM

hLK
(1− e−aTS ) +

(
b

a
− α ΛM

hLK

)
ae−aTS

dTS
dα
.(5.22)

The last term is zero for α = α0 because of (5.21). Hence

π′(α0) = 1− ΛM

hLK
(1− e−aTS ).(5.23)

In order to make sense of this, we substitute (5.15) into (5.17) to find that

hLK = h∗e−aTS + ΛM (1− e−aTS ),

where

h∗ ≡ hLK h
d
RK

hd
.(5.24)
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Hence

e−aTS =
ΛM − hLK
ΛM − h∗ .(5.25)

Apply this in (5.23), and use (5.24) to find

π′(α0) = 1− ΛM
hLK

(hLK−h∗)
(ΛM−h∗)

= 1− ΛM


 1−hd

RK
hd

ΛM−hLK

hd
RK
hd


 .(5.26)

The last term in (5.26) is positive because hdRK < hd and hLK < ΛM from (4.6). Therefore,
we wish to prove that it is less than 2. We will, in fact, show that this last term is less than
1, and, therefore, 0 < π′(α0) < 1. This follows if

ΛM − ΛM
hdRK

hd
< ΛM − hLK h

d
RK

hd
,

which is true because hLK < ΛM . Thus the snake of synchrony is stable within the class of
linear snakes.

Remark 5.5. When Id = Imax, the map in (5.3) no longer depends on an unknown hd ≡
h(Id, 0) since, by construction, h(Imax, 0) = hLK . Thus (5.3) becomes linear in h and can be
differentiated directly with respect to h. The derivative of the map is exactly the expression
given in (5.26). Thus, for Id = Imax, the fixed point snake of synchrony is always stable.
However, this calculation is not possible for Id �= Imax.

To consider stability without restriction to the class of linear snakes or to Id = Imax,
we consider perturbations sufficiently small such that they do not change which cells jump
down first (i.e., the value of Id). Clearly such perturbations exist; as an example, recall from
section 3 that there is a range of gsyn values that gives a snake of synchrony for which cells
with I = Imax jump down first. For such a snake, a perturbation that retards the other cells
slightly and is sufficiently small to preserve synchrony conserves Id.

Let h(I) denote the snake of synchrony, and let p(I) = h(I)+ε(I) denote a perturbation of
h(I) at jump-up. We will measure distance under the supremum norm ||f(I)|| = sup{|f(I)| :
I ∈ [Imin, Imax]}. We will derive a condition under which, for M(h(I)) defined in (5.3), we
have ||M(p)−M(h)|| ≤ L||p− h|| for a constant 0 < L < 1. Equation (5.3) gives

||M(p)−M(h)|| = ||h(I)hdRKe
−aTS/hd − p(I)hdRKe

−aT̃S/pd − ΛI(e
−aTS − e−aT̃S )||,

where e−aTS is given by (5.25), pd = p(Id), and T̃S is the value of TS obtained by substituting
pd for hd in h∗ = hLKhdRK/hd. Some algebraic manipulation yields, for εd = ε(Id),

||M(p)−M(h)|| ≤ (ΛM − hLK)

∣∣∣∣∣
∣∣∣∣∣p(I)h

d
RK − ΛI(hd + εd)

K − ΛM εd
− h(I)hdRK − ΛIhd

K

∣∣∣∣∣
∣∣∣∣∣ ,(5.27)

where K = hLKh
d
RK − ΛMhd is independent of I. Note that K < 0 since ΛM > hLK and

hd > h
d
RK .
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Expand the right-hand side of (5.27) in εd, and note that |εd| ≤ ||ε|| to obtain

||M(p)−M(h)|| ≤
(
(ΛM − hLK)||ε||

|K|
)(
hdRK +

∣∣∣∣∣
∣∣∣∣∣ΛM (p hdRK − ΛIhd)− ΛIK

K

∣∣∣∣∣
∣∣∣∣∣
)
+O(ε2).

For ε sufficiently small, the higher order terms can be neglected, and application of the defi-
nition of K yields

||M(p)−M(h)|| ≤
(
(ΛM − hLK)hdRK ||ε||

|K|

)(
1 +

∣∣∣∣
∣∣∣∣pΛM − ΛIhLK

K

∣∣∣∣
∣∣∣∣
)
.(5.28)

Let S denote supI(p(I)ΛM − ΛIhLK), the difference of two positive terms. It remains to
estimate S. Suppose that S > 0. Then the two relations p(I) ≤ ΛI and ΛImin = maxI(ΛI),
which follow from (5.2), and ΛM > hLK from (4.6) give S ≤ ΛImin(ΛM − hLK). Suppose
instead that S < 0. For concreteness, we assume that p(I) ≥ hLK for all I, which holds for
sufficiently small perturbations. Then |S| ≤ hLK(ΛImin −ΛM ). Thus |S| ≤ max{ΛImin(ΛM −
hLK), hLK(ΛImin − ΛM )} ≡ S̄.

For this S̄, (5.28) implies that, if the condition

(ΛM − hLK)hdRK

|K|

(
1 +

S̄

|K|

)
< 1

holds, then the snake of synchrony is stable with respect to sufficiently small perturbations.
This condition holds for a variety of numerical examples that we have considered. Note that
it certainly holds when hLK lies near the fixed point ΛM , since K is bounded away from zero
as hLK → ΛM , as long as the h-values on the curves of left and right knees remain separate.

6. Nonlinear snakes. In the previous section, we assumed that the cells jump up and jump
down together on the slow time scale. This will be the case if gsyn, the synaptic strength,
is sufficiently strong. Numerical simulations demonstrate that, for smaller gsyn, the jump-up
and jump-down processes are more gradual, as shown in Figures 2b and 4. Each cell jumps
up or down when it reaches the left or right knee of its effective cubic. In the analysis here, we
allow the cells to jump up at different times on the slow time scale, but we still assume that
the cells jump down at the same time. We shall derive a nonlinear boundary value problem
for the periodic snake of synchrony. An analogous derivation leads to a similar formula if
there is a gradual jump-down.

We denote the position of the snake as h(I, τ). It will be convenient to choose the trans-
lation now so that τ = 0 corresponds to the moment when all of the cells jump down. In
addition to assuming that all of the cells jump down together, we will further assume that the
jump-down process begins when cell(Imax) reaches its right knee at h = hRK , consistent with
numerical simulations of the gradual jump-up case (section 3). Let h0(I) ≡ h(I, 0) denote the
corresponding initial position of the snake.

We assume that the first cells to jump up are cell(Imax). Moreover, the cells jump up in
order of decreasing I. As before, let TS be the time for cell(Imax) to evolve under (4.5) from
hRK up to hLK . We let hµ(I) ≡ h(I, TS) denote the position of the snake when cell(Imax)
jumps up. We then let ∆(I) denote the delay in the jump-up of cell(I) relative to cell(Imax).
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That is, ∆(Imax) = 0, and cell(I) jumps up at τ = TS+∆(I). We shall derive three equations
for the three unknown functions h0(I), hµ(I), and ∆(I).

First, we consider the cells while all are in the silent phase. The cells then evolve according
to (4.5) from their initial position h0(I) to hµ(I) at time TS . Solving (4.5), we find that

h0(I) = (hµ(I)− ΛI)e
aTS + ΛI .

Substitution of the formula for eaTS (see (5.25)) yields the first equation,

h0(I) = (hµ(I)− ΛI)

(
hRK − ΛM

hLK − ΛM

)
+ ΛI .(6.1)

We next follow the cells forward after they jump up. Denote the position of the left knee
at which cell(I) jumps up as

(veffLK , h
eff
LK )(I) ≡ (vLK , hLK)(I + Iusyn(I)).

Recall that this is found by solving f + I + Iusyn(I) = 0, where Iusyn(I) is given by (4.7)
and implicitly depends on v, for v = vL(h, I), and then solving ∂(f + Iusyn(I))/∂v = 0 for

(veffLK (I), heffLK (I)) on this curve. Since cells jump up at different times but jump down together,
they spend different amounts of time in the active phase. We again use h′ = −ρh for evolution
in the active phase, as indicated in (4.3). We saw earlier that, according to this equation,
cell(Imax) spends time TA = (1/ρ) ln(hLK/hRK) in the active phase. Each cell with I < Imax

spends time TA −∆(I) in the active phase, starting from initial condition heffLK (I) and ending
at its jump-down position h0(I). Using this to solve (4.3) yields the second equation,

h0(I) = h
eff
LK (I)

(
hRK

hLK

)
eρ∆(I).(6.2)

To obtain the third equation, we follow each cell(I) in the silent phase from τ = TS until
cell(I) jumps up. First, we need to introduce some notation. Let Isyn(τ) denote the synaptic
input at time τ . We earlier let Iusyn(I) be the synaptic input when cell(I) jumps up. Since
cell(I) jumps up when τ = TS+∆(I), it follows that Iusyn(I) = Isyn(TS+∆(I)), where Iusyn(I)

is given by (4.7) with v(I) = veffLK (I).
Now each cell(I) satisfies (4.5) with Itot = I + Isyn(τ). Moreover, h(I, TS) = hµ(I), and

cell(I) jumps up at heffLK (I), the left knee of its effective cubic, when τ = TS +∆(I). Solving
(4.5) with these boundary conditions, we find that

heffLK (I) = (hµ(I)− ΛI)e
−a∆(I) + ΛI − be−aTSe−a∆(I)

∫ TS+∆(I)

TS

Isyn(τ)e
aτ dτ.(6.3)

Equations (6.1), (6.2), and (6.3) constitute a system of three equations in the three un-
knowns h0(I), hµ(I), and ∆(I). From (6.2), ∆(I) can be expressed as a function of h0(I).
Equations (6.1) and (6.3) are easily converted into formulas for hµ(I). Equating these formulas
gives, after minor rearrangement,

h0(I) = ΛI + Γ

(
(heffLK (I)− ΛI)e

a∆(I) + be−aTS

∫ TS+∆(I)

TS

Isyn(τ)e
aτ dτ

)
,(6.4)
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where ∆(I) is now a function of h0(I) and where Γ = (hRK − ΛM )/(hLK − ΛM ).
To solve (6.4) for h0(I), we first differentiate with respect to I to obtain

h′0(I) = Λ′
I + Γ((heffLK )′(I)− Λ′

I)e
a∆(I)

+ aΓ(heffLK (I)− ΛI)∆
′(I)ea∆(I)

+ bΓIsyn(TS +∆(I))∆′(I)ea∆(I).(6.5)

Recall that Isyn(TS + ∆(I)) = Iusyn(I), where I
u
syn(I) is given by (4.7) with v(I) = veffLK (I).

Moreover, we can use (6.2) to solve for ∆(I) and ∆′(I). In fact, if we let

Φ(I) ≡ eρ∆(I) =

(
hLK
hRK

)
h0(I)

heffLK (I)
,(6.6)

then a straightforward calculation starting from (6.2) demonstrates that

∆′(I)ea∆(I) =
1

ρ
Φ′(I)Φ(a−ρ)/ρ.

Substituting this into (6.5), we find that

h′0(I) = Λ′
I + Γ((heffLK )′(I)− Λ′

I)Φ
a/ρ(I)

+
a

ρ
Γ(heffLK (I)− ΛI)Φ

′(I)Φ(a−ρ)/ρ(I)

+
b

ρ
ΓIusyn(I)Φ

′(I)Φ(a−ρ)/ρ.(6.7)

We can use (6.6) to write Φ(I) and Φ′(I) in terms of h0(I) and h′0(I). Equation (6.7)
then gives an ordinary differential equation for h0(I), the initial (jump-down) position of the
periodic snake. Note that the solution must satisfy the boundary condition h(Imax) = hRK .
Solving the resulting boundary value problem numerically with XPPAUT gives an estimate
of h0(I). We can compute hµ(I), the position of the snake when cell(Imax) is ready to jump
up, directly from this, using (6.1). Figure 9 compares the resulting hµ(I) (dotted curve) with
the snake position from a full numerical simulation of the pre-BötC model network (solid
curve) and with the linear snake formula (5.5), all for gsyn/20 = .009, which corresponds to
gradual jump-up (see Figures 2b and 4). For the nonlinear and linear curves, parameters were
estimated from the pre-BötC model without simulations, using the methods discussed below
in the appendix. Because it takes gradual jump-up into account, the nonlinear result gives
a better approximation of the snake position than does the linear formula, in the gradual
jump-up case.

Remark 6.1. We can perform analogous calculations to derive an ordinary differential equa-
tion boundary value problem for the jump-up snake of synchrony hµ(I) in the case of gradual
jump-down and simultaneous jump-up. The resulting ordinary differential equation analogous
to (6.7) is simpler because there is one fewer unknown: hµ(I) and h

eff
LK (I) collapse to the same

curve. The ordinary differential equation in that case is explicitly nonlocal, however, in that
Γ depends on hµ(Imin), such that the right-hand side depends on Imin for all I; nonetheless,
it can be solved numerically with XPPAUT without a problem.
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Figure 9. Snake of synchrony at the moment when leading cells jump up. The plot shows curves for
gsyn/20 = .009, corresponding to gradual jump-up.

7. Loss of synchrony.

7.1. Break-up conditions. The analysis in section 5 shows that there is only one possible
fixed point snake for the case in which all cells jump up and jump down together. Suppose
that condition (4.8) fails for some I values, so that this solution does not exist and not all
cells jump up together. In section 6, we consider another form of synchronized oscillation in
which cells jump up more gradually until all are in the active phase. In this subsection, we
find a sufficient condition for break-up of the synchronized solution by computing a condition
under which not all cells reach jump-up before the leading cells, with I = Imax, jump down
from the active phase. This computation can also lead to an estimate for the I value at which
the snake will break.

First, we assume that cells with I = Imax jump down first on every oscillation cycle. For
fixed intrinsic cellular parameters, this corresponds to taking gsyn small enough. This is quite
natural for the consideration of loss of synchrony since a large synaptic coupling strength
promotes synchronization.

We start at time τ = 0 with cells at h(I, 0), a position for which cells with I = Imax are
about to jump up. To derive a break-up condition, we now compute a condition under which
not all cells can evolve in the silent phase from h(I, 0) to their effective knees before cells with
I = Imax jump down. Since we aim for a sufficient condition for break-up, we assume the
fastest possible silent phase evolution corresponding to Isyn = 0. Specifically, we solve

h′ = −ah− bI + c,
h(0) = h(I, 0)

(7.1)

for h(I, τ), up until time TA = 1
ρ ln

hLK
hRK

, when the active cells jump down; this easily can be
done analytically. The break-up condition is that, for some Ib ∈ (Imin, Imax),

h(Ib, TA) = hLK(Ib + I
u
syn(Ib)),(7.2)
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where hLK(Ib+I
u
syn(Ib)) denotes the effective knee for I = Ib. If we restrict ourselves to snake

configurations for which cells jump up in order of decreasing I, then all cells with I < Ib fail
to jump up at all during the oscillation; see Figure 10.
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Figure 10. Numerical illustration of the break-up of a snake. The network was simulated with gsyn/20 =
.00825, as in Figures 5a and 6 in section 3. The cells gradually jump up, until cell(Imax = 25) jump down,
after which no other cells jump up. The plot shows the silent phase positions of the cells that fail to jump up, at
the moment when cell(Imax) jumps down, as a function of Iapp. Note that the nonjumping cells lie below their
numerically computed effective left knees, with cell position intersecting the effective knee curve at the break
point of the snake.

Equation (7.2) can allow us to solve for the Ib at which a break occurs (if such an I value
exists). If we wish just to check whether or not a break occurs, again assuming jump-up in
order of decreasing I, we simply need to compare h(Imin, TA) to hLK(Imin+I

u
syn(Imin)). That

is, break-up occurs for some I ≥ Imin if

h(Imin, TA) < hLK(Imin + Iusyn(Imin)).(7.3)

As an example, we can compute h(Imin, TA) for the fixed point snake configuration derived
earlier by solving (7.1), with h(0) = hLK(c−bImin)/(c−bImax) from (5.5), for time TA, which
yields

h(Imin, TA) = ΛImin

[
1 +

(
hRK

hLK

)a/ρ (hLK
ΛM

− 1

)]
< ΛImin .

Since Imin is the minimum value of Iapp, for most Iapp distributions, (4.7) gives Iusyn(Imin) ≈
gsyn(vsyn−v(Imin)). From the appendix, we thus have Iusyn(Imin) ≈ gsyn(vsyn−(Imin/gL+vL)).
Hence all of the parameters needed to check inequality (7.3) can be estimated, as discussed
in the appendix.

8. Discussion. We have considered a reduced model for a network of conditional pace-
maker cells in the pre-BötC of the brain stem. In this model, each cell is represented by a
pair of ordinary differential equations, with excitatory synaptic coupling between the cells.
The network is heterogeneous in that cells take values of a parameter Iapp from a distribution.
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Heterogeneities in Iapp represent different levels of applied current (including sustained exci-
tatory inputs from other brain regions) and different leak reversal potentials among different
cells.

We analyze this system in the continuum limit for which the coupling terms become
integrals. We consider oscillatory solutions for which each cell undergoes sustained silent and
active phases, with occasional rapid jumps between the two, but we do not consider individual
spikes within the active phases. This leads to a natural further reduction of the model, such
that each cell is governed by the scalar equations (4.5) and (4.3) for the evolution of the slow
variable h in the silent and active phases, respectively.

With these simplifications, we treat two forms of periodic, synchronized solutions, or
“snakes”: solutions for which all cells jump up and down simultaneously (on a slow time scale),
and solutions which feature gradual jumps. Indeed, a key point here is that heterogeneous
networks of synaptically coupled oscillating cells can support periodic, synchronized solutions
with a continuum of phase shifts between jump times of different cells. This allows for a richer
range of dynamics than has been observed for a homogeneous network of relaxation oscillators
[16] or a network of oscillators with dynamics and coupling based on phases [22, 15, 9, 1].

We provide natural geometric conditions for the case of simultaneous jumps to occur.
When these hold, we prove the existence of a unique periodic snake, characterized by a simple
formula. This formula does not depend on any of the parameters associated with the active
phase or synaptic coupling; however, these do appear in the conditions for simultaneous
jumping. We also show that this snake is linearly stable to certain small perturbations, and
we provide a general nonlinear stability condition. We note that our analysis of simultaneous
jump solutions generalizes immediately to any finite population of oscillators; the continuum
limit is not required here. In particular, with a finite number of oscillators, the effective left
knee for cells with fixed I is determined by computing the synaptic input that results when
all cells with larger I jump up, now based on the discrete synaptic current (2.3) rather than
the continuum current (2.4).

When the synaptic coupling strength in the network is weakened, the conditions for simul-
taneous jumping may fail. In the case of gradual jumps up from the silent phase to the active
phase, we derive a single nonlinear ordinary differential equation boundary value problem for
the position of the periodic snake in phase space at a certain stage in its oscillatory cycle.
This generalizes naturally to gradual jumps down or gradual jumps in both directions.

For our analysis, although we require that each cell have a cubic v-nullcline when un-
coupled, we do not require that all cells be intrinsic oscillators when uncoupled, which is
consistent with experimental observations. Thus our analysis illustrates how heterogeneities
in a network can lead to robust, stable oscillations by allowing intrinsically active cells to
recruit silent cells via synaptic coupling. We emphasize that such solutions can be periodic
and synchronized in the sense that all cells begin and end their active phases together in time
despite significant heterogeneities. In the synchronized solutions that we consider, cells may
jump up to the active phase by reaching a curve of knees, or saddle-node bifurcation points
of a fast subsystem. Alternately, synaptic coupling may cause cells to suddenly lie above this
curve and therefore to jump up immediately. Based on other studies of bursting (see [16]) and
our own simulations, we expect that the inclusion of spiking currents will not qualitatively
affect the relevant bifurcations and the corresponding knees for jump-up. Since the dynamics



SYNCHRONY OF HETEROGENEOUS OSCILLATORS 171

of the jump-up appears to be the key determinant of how well the network synchronizes, we
therefore posit our results as an explanation for how heterogeneities enhance the tendency for
a network of bursting cells, such as the pre-BötC, to fire synchronized bursts.

For all of our analysis, we assume all-to-all coupling. In the all-to-all case, all cells receive
the same amount of coupling, depending only on the proportion of cells in the population that
are active. Simulations in [3] yielded qualitatively similar network behavior for full and sparse
network connectivities. Other coupling architectures would complicate analysis, however,
especially if nonlocal or random connections were included.

In addition to analysis, we present numerical simulations to illustrate our results. These
include comparisons of snake positions from full network simulations, performed with a discrete
population of 20 cells with a uniform distribution of Iapp, to snake positions computed from
our analysis. To generate the latter, we estimate a variety of parameters, in particular those
appearing in (5.5), (6.6), and (6.7), directly from the network equations (2.2); this can be
done quite easily, as discussed in the appendix. Perhaps the most useful numerical results
presented are animations of full network simulations. These show cells’ positions in phase
space, along with relevant nullclines and curves of knees. The nullclines and knees move as
synaptic coupling strength changes over the course of a simulation. This allows for very clear
visualization of the jumping behavior of individual cells, highlighting its dependence on the
heterogeneity parameter Iapp. We anticipate that such animations will be useful for a wide
variety of studies of systems of coupled oscillators.

As gsyn drops still farther from the gradual jumping case, synchrony may in fact be lost.
We provide a sufficient geometric condition for synchrony to fail. When synchrony breaks
down, interesting periodic or possibly chaotic solutions can arise; we have illustrated two of
these numerically. In general, the population’s activity pattern for fixed parameter values can
be classified according to the population of cells that become active on each cycle. Following
[1], we can distinguish between locking, in which all cells fire on each cycle, partial locking, in
which all cells fire but some cells skip some cycles, partial death, in which some cells never fire,
and death, in which no cells fire. In simulations, we find that, for uniform distributions of Iapp,
with fixed mean Iapp but different distribution widths γ, certain general trends emerge. For
fixed γ, as coupling strength gsyn increases, the tendency to lock increases. Correspondingly,
the population undergoes transitions from partial death, to partial locking, to locking as gsyn
increases. Larger gsyn is required for more unified activity with larger γ, corresponding to a
broader distribution of Iapp; thus the partial locking and partial death regions form positively
sloped bands in (γ, gsyn) parameter space. As the system switches from partial death to
partial locking, there is a decrease in the variance across cells, in terms of the proportion of
cycles during which each cell is active, until finally no variance remains in the locked state.
Nonuniform distributions of Iapp are expected to yield qualitatively similar trends. Work to
analyze asynchronous solutions is in progress.

The heterogeneities that we consider are restricted to the parameter Iapp, which includes
heterogeneities both in the leak current reversal potential vL and in applied current. Earlier
studies have suggested that the biological effects of heterogeneities in pre-BötC cells are cap-
tured by heterogeneities in Iapp (defined to include vL) and gNa [2]. The former, which we
have considered here, is perhaps more relevant to ongoing biological experimentation because
the leak reversal potential can be controlled by manipulation of potassium ion concentration
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in an experimental preparation [6, 7]. Nonetheless, the role of gNa should be explored to gain
a full understanding of pre-BötC behavior.

9. Appendix.

9.1. Model equations and parameter values. In system (2.2), we have, for x = m or h,

x∞(v) = 1/(1 + exp((v − θx)/σx)) and τh(v) = (ε cosh((v − θh)/2σh))−1 .

When we simulate a discrete population of 20 cells, we take

Isyn = gsyn

(
20∑
k=1

s∞(vk)

)
(vsyn − vj)

as the synaptic input to cell j (that is, gsyn is already scaled to take into account the population
size, since we always use 20 cells); vsyn > vj for solutions vj , for the parameter values used.
We further take s∞(vk) = 1/(1 + exp((vk − θs)/σs)).

Parameter values used in simulations are given in Table 1, with units omitted. The
parameter gsyn is varied, as indicated in figure captions. We use 20 cells, and I ranges over
20 equally spaced values, starting with Imin = 10 and ending with Imax = 25. For these
parameters, there is a transition from excitable to oscillatory at around I = 12.5, such that
cells with I < 12.5 will converge to a rest point in the silent phase without synaptic input. Thus
we have cells that intrinsically are silent and cells that intrinsically are oscillators represented
in our simulations. Note that the value of Cm used here is smaller than that in [2, 3, 6]. This
accentuates the relaxation aspect of the oscillations that we study.

Table 1
Basic set of parameter values for the reduced pre-BötC cell model.

Parameter Value Parameter Value Parameter Value Parameter Value

gNa 2.8 vNa 50 θm -37 σm -6

θh -44 σh 6

gL 2.8 vL -65

vsyn 0 θs -43 σs -0.1

Cm 0.21 ε 0.01

9.2. Estimation of parameters for numerics. To generate the snake position numerically,
given (5.5), we need only to estimate the parameters hLK , b, c. Let the point (vLK , hLK) denote
the solution to the two equations F (v, h) = 0 and Fv(v, h) = 0, where F (v, h) denotes the right-
hand side of the v-equation in (2.2) for Isyn = 0 and Iapp = Imax. These easily can be solved
numerically. In particular, they can be solved dynamically through the following procedure,
which was used to generate the knee positions for all Iapp in our animations. First, note
that F (v, h) = 0 can be solved algebraically for h(v). Next, let y′ = φFv(v, h(v)) for a large
constant φ designed to speed up the convergence of y to vLK . Once y converges sufficiently
close to a steady value, then we denote this by vLK , and we read out hLK = h(vLK).

For fixed Iapp, we can estimate the value of v for a solution of (2.2) in the silent phase
when Isyn = 0. To do this, we note that m∞(v) ≈ 0 in the silent phase, such that Cmv

′ ≈
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−gL(v − vL) + Iapp. But the silent phase is defined by v′ = 0. This yields

v ≈ vsil(Iapp) := Iapp/gL + vL,(9.1)

which we use below. Now τh(v) tends to an asymptotic value τ−h as v → −∞, and vsil(Iapp) is
sufficiently negative for parameters considered such that we can take τh(v) ≈ τ−h in the silent
phase. Based on (2.4), (4.3), and (4.4), we thus approximate a ≈ 1/τ−h .

To estimate b and c, note that the function h∞(v) is sigmoidal, with horizontal asymptotes
at 1 as v → −∞ and at 0 as v → ∞. Over the transitional region between these asymptotes,
h∞(v) is approximately linear. Further, since cells with I = Imax are oscillatory, it is likely
that the v values of cells in the silent phase lie in this transitional region. Thus we derive a
least squares linear estimate of h∞(v) over this region. Using v ≈ I/gL+vL in the silent phase
from (9.1) converts the approximation of h∞(v) into a linear function of I, namely, BI + C,
which we substitute into (4.4). With this substitution, a comparison of (4.4) and (4.5) yields
b = aB and c = aC.

For simulation of the nonlinear boundary value problem (6.7), with h(Imax) = hRK ,
several additional parameters are needed. We can approximate ρ, which appears in (4.3), as
ρ ≈ 1/τ+

h , where τ+
h denotes the positive asymptotic value of τh(v). Additionally, we require

expressions for hRK , h
eff
LK (I), and Iusyn(I). The former two can be solved for dynamically at

discrete I values (with I = Imax for hRK), analogously to the estimation of hLK described

above, and the results for heffLK (I) can be interpolated. A specific form must be assumed for
Iusyn(I). Suppose that the I values in the network are distributed uniformly over [Imin, Imax]
and that cells jump down in order of decreasing I, as was the case in our simulations. Then,
for cell(I) in the silent phase, Iusyn(I) ≈ gsyn(vsyn − vsil(I))(Imax − I)/(Imax − Imin).
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brainstem region that may generate respiratory rhythm in mammals, Science, 254 (1991), pp. 726–729.

[18] D. Somers and N. Kopell, Rapid synchronization through fast threshold modulation, Biol. Cybern., 68
(1993), pp. 393–407.

[19] D. Somers and N. Kopell, Waves and synchrony in networks of oscillators of relaxation and non-
relaxation type, Phys. D, 89 (1995), pp. 169–183.

[20] D. Terman and D. L. Wang, Global competition and local cooperation in a network of neural oscillators,
Phys. D, 81 (1995), pp. 148–176.

[21] J. White, C. C. Chow, J. Ritt, C. Soto, and N. Kopell, Synchronization and oscillatory dynamics
in heterogeneous, mutually inhibited neurons, J. Comput. Neurosci., 5 (1998), pp. 5–16.

[22] A. Winfree, Biological rhythms and the behavior of coupled oscillators, J. Theoret. Biol., 16 (1967),
pp. 15–42.



SIAM J. APPLIED DYNAMICAL SYSTEMS c© 2002 Society for Industrial and Applied Mathematics
Vol. 1, No. 2, pp. 175–189

Chaotic Synchronization in Coupled Map Lattices with Periodic Boundary
Conditions∗
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Abstract. In this paper, we consider a lattice of the coupled logistic map with periodic boundary conditions.
We prove that synchronization occurs in the one-dimensional lattice with lattice size n = 4 for any
γ in the chaotic regime [γ∞ ≈ 3.57, 4]. It is worthwhile to emphasize that, despite of the fact that
there is a rigorous proof for synchronization in many systems with continuous time, almost nothing
is rigorously proved for the systems with discrete time.
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1. Introduction. Synchronization is a fundamental phenomenon in physical systems with
dissipation. Experimental observations show that subsystems manifest similar behavior in
time, provided they are coupled with a dissipative coupling. If the behavior is periodic, then
synchronization means matching frequencies and/or phases of signals generated by interacting
oscillatory subsystems. Synchronization of periodic oscillations has been well studied and
has many practical applications. However, if individual oscillations are chaotic, then the
mathematical observations of “synchronized behavior” should be treated differently. Thus
the problem of coming up with a rigorous description of the synchronized chaotic behavior
of coupled subsystems appears to be attractive and important from both theoretical and
application points of view; see, for example, Heagy, Carroll, and Pecora [5], Pecora et al. [8],
[9], Vohra et al. [10], Cuomo and Oppenheim [2], [3], Wu and Chua [11], and the references
therein. All results mentioned above considered synchronized chaos in continuous systems.

In 1999, Lin, Peng, and Wang [6] first considered synchronized chaos in discrete systems.
More precisely, they studied the synchronized chaotic behavior of the popular model in coupled
map lattices (CMLs) defined as follows: (1) 1D lattice for 1 ≤ i ≤ n,

xi(k + 1) = f(xi(k)) + c(f(xi−1(k)) + f(xi+1(k))− 2f(xi(k)))(1.1)

with periodic boundary conditions f(x0(k)) = f(xn(k)) and f(xn+1(k)) = f(x1(k)), and (2)
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2D lattice for i = (i1, i2) with 1 ≤ i1, i2 ≤ n,

xi(k + 1) = f(xi(k)) + c(f(xi1+1,i2(k)) + f(xi1−1,i2(k)) + f(xi1,i2+1(k))
+f(xi1,i2−1(k))− 4f(xi(k)))

(1.2)

with f(x0,i2(k)) = f(xn,i2(k)), f(xn+1,i2(k)) = f(x1,i2(k)), f(xi1,0(k)) = f(xi1,n(k)) and
f(xi1,n+1(k)) = f(xi1,1(k)), where f is a one-dimensional logistic map x(k + 1) = f(x(k)) =
γx(k)(1 − x(k)) with f : (0, 1) → (0, 1) and γ ∈ [γ∞ ≈ 3.57, 4]. It is well known (see Gleick
[4], Campbell [1], etc.) that the map f becomes chaotic whenever γ increases from 3.57 to 4,
except that γ is at a very narrow interval of periodic windows near 3.63, 3.73, or 3.83.

The simplest type of synchronization of CMLs in (1.1) or (1.2) occurs in stable spatially
homogeneous regimes corresponding to the existence of attractive spatially homogeneous so-
lutions. In other words, in such cases, there is a large (open) set of initial conditions such
that a solution starting from an initial condition in the set becomes spatially homogeneous as
discrete time k becomes very large; i.e., the coordinates of the individual maps become almost
equal to each other (and are equal as k → ∞). In established regimes, individual maps be-
come indistinguishable, and we observe exact perfect synchronization. Thus it may occur that
suitable coupling strength permits the existence of a spatially homogeneous solution provided
all individual maps are identical.

In [6], they provided a complete numerical description of synchronization of 1D and 2D
lattices with various lattice sizes. In other words, they found the region for γ and the corre-
sponding coupling strengths c such that the synchronization occurs in corresponding CMLs.
Moreover, for the first time, they gave a rigorous proof for synchronization in the case of 1D
CMLs with lattice size n = 2, 3 for γ ∈ [γ∞, 4] and with lattice size n = 4 for γ ∈ [γ∞, 3.82] in
the chaotic regime [γ∞, 4].

However, it seems difficult to use the method of [6] to prove the same results for γ ∈ [3.82, 4]
in 1D CMLs with size n = 4, which is the gap between theoretical proof and numerical result.

In this paper, we will prove rigorously by the Liapunov method that synchronization
occurs in the case of 1D CMLs with size n = 4 for every γ in the chaotic regime [γ∞, 4]. More
precisely, we will prove the following theorem.

Theorem 1.1. For any initial values xi(0) ∈ (0, 1), i = 1, 2, 3, 4, and every parameter γ ∈
[γ∞, 4] of the logistic map in the CML of (1.1)(n = 4), there exists δ = δ(γ) > 0, which is
independent of initial values xi(0)(i = 1, 2, 3, 4), such that

lim
k→∞

|xi(k)− xj(k)| = 0

for c ∈ (1
3 − δ(γ), 1

3 + δ(γ)) and i, j = 1, 2, 3, 4.

Remark 1.2. From [6], we know that all xi(k), i = 1, 2, 3, 4, of (1.1) will lie in [4−γ4 , γ4 ] if k
is large enough. So, without loss of generality, from now on we will always assume that xi(k)
lie in this interval, i = 1, 2, 3, 4, k ≥ 0.

Remark 1.3. Although, for technical reasons, it is not easy to generalize the present results
to 1D lattices with a larger size (n ≥ 5) as well as 2D lattices, our idea of the Liapunov
method still provides a probable direction, and we will dwell on this in a future paper.

Remark 1.4. By the result of [6], we need only prove Theorem 1.1 for γ ∈ [3.82, 4].
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This paper is organized into four sections. In section 2, we will describe our ideas using a
simple case so that the mechanism of the Liapunov method can be easily understood. Then
we will prove some important lemmas in section 3. The proof of Theorem 1.1 can be found
in the last section.

For the sake of notation, we rewrite the iteration in the lattice of (1.1) for n = 4 by
replacing xi(k + 1) and xi(k) by x̄i and xi, respectively:

x̄1 = f(x1) + c(f(x2) + f(x4)− 2f(x1)),
x̄2 = f(x2) + c(f(x1) + f(x3)− 2f(x2)),
x̄3 = f(x3) + c(f(x2) + f(x4)− 2f(x3)),
x̄4 = f(x4) + c(f(x1) + f(x3)− 2f(x4)),

(1.3)

where f(x) = γx(1 − x). As mentioned in Remark 1.4, the parameter here is considered in
the interesting range [3.82, 4].

2. Proof for a simple case. In this section, we shall prove that Theorem 1.1 holds
using the basic Liapunov method for the simple case x1(0) = x3(0) and x2(0) = x4(0).
Moreover, the proof for the general case can be reduced to the proof for the simple case by
some technical lemmas which will be given in the next two sections. Under the conditions
x1(0) = x3(0), x2(0) = x4(0), one can easily check that x1(k) = x3(k), x2(k) = x4(k) for all
k ≥ 0. Thus (1.1) becomes

x̄1 = f(x1) + 2c(f(x2)− f(x1)), x̄2 = f(x2) + 2c(f(x1)− f(x2)).(2.1)

Consequently, we have

x̄1 + x̄2 = f(x1) + f(x2),
x̄1 − x̄2 = (1− 4c)(f(x1)− f(x2)) = (1− 4c)γ(1− x1 − x2)(x1 − x2).

(2.2)

We now define the Liapunov function for (2.1) as

L(x1, x2) =
(x1 − x2)

2

(x1 + x2)(2− (x1 + x2))
,(2.3)

where x1, x2 ∈ [4−γ4 , γ4 ] for the reason mentioned in Remark 1.2.

In the remainder of this paper, we will denote f(xi) by fi, i = 1, 2, 3, 4, and we will denote
xi + xj , x̄i + x̄j , fi + fj , f̄i + f̄j by xij , x̄ij , fij , f̄ij for i, j = 1, 2, 3, 4, respectively.

From (2.2), we obtain

L(x̄1, x̄2) =
(x̄1 − x̄2)

2

x̄12(2− x̄12)
=

(1− 4c)2(f(x1)− f(x2))
2

f12(2− f12)

(2.4)

=
(1− 4c)2γ2(1− x12)

2(x1 − x2)
2

γ[x12 − (x2
1 + x2

2)](2− γ[x12 − (x2
1 + x2

2)])
.
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Lemma 2.1. For each γ ∈ [3.82, 4] in (2.1), there exist numbers δ(γ), λ(γ) ∈ (0, 1) inde-
pendent of x1 and x2 such that, for c ∈ (1

3 − δ(γ), 1
3 + δ(γ)), it holds that

L(x̄1, x̄2) ≤ λ(γ)L(x1, x2).(2.5)

Remark 2.2. For the suitable γ and c given in Lemma 2.1, we have

L(x1(k), x2(k)) ≤ λ(γ)k · L(x1(0), x2(0)),

which implies L(x1(k), x2(k)) → 0, i.e., |x1(k)− x2(k)| → 0 as k → ∞.
Remark 2.3. The width δ(γ) of the suitable interval for the coupling strength c can be

carefully estimated as large as possible.
Proof. From (2.4), proving (2.5) is equivalent to proving that

(1− 4c)2γ(1− x12)
2x12(2− x12)

[x12 − (x2
1 + x2

2)](2− γ[x12 − (x2
1 + x2

2)])
≤ λ.(2.6)

Let

F (x1, x2) = (1− x12)
2x12(2− x12), G(x1, x2) = [x12 − (x2

1 + x2
2)](2− γ[x12 − (x2

1 + x2
2)]),

and let

H(x1, x2) =
F (x1, x2)

G(x1, x2)
.

We want to find a suitable δ(γ) such that the maximal value of the function H(x1, x2) is
strictly less than 1

γ(1−4c)2
in the domain [4−γ4 , γ4 ]× [4−γ4 , γ4 ].

Then
∂H

∂x1
=

Fx1G− FGx1

G2
,

∂H

∂x2
=

Fx2G− FGx2

G2
.

Here Fxi and Gxi denote the partial derivatives of F and G with respect to xi, respectively,
for i = 1, 2.

Letting ∂H
∂x1

= ∂H
∂x2

= 0, we have

Fx1G− FGx1 = 0, Fx2G− FGx2 = 0.(2.7)

By direct computation, we obtain

Fx1 = 2(1− x12)(2x
2
12 − 4x12 + 1),

Fx2 = 2(1− x12)(2x
2
12 − 4x12 + 1),

Gx1= 2(1− γ[x12 − (x2
1 + x2

2)])(1− 2x1),
Gx2= 2(1− γ[x12 − (x2

1 + x2
2)])(1− 2x2).

(2.8)

Since Fx1 = Fx2 by (2.8), from (2.7) it follows that FGx1 = FGx2 . Thus the set of points at
which the function H attains its local extremal value must satisfy the inclusion{

∂H

∂x1
=

∂H

∂x2
= 0

}
⊂ {F = 0, Gx1 = Gx2} ∪ {F = 0, Fx1 = Fx2 = 0} ≡ S1 ∪ S2.(2.9)
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Case S1. From (2.8) it follows that

1− γ[x12 − (x2
1 + x2

2)] = 0 or x1 = x2.

If 1− γ[x12 − (x2
1 + x2

2)] = 0, then we have G(x1, x2) =
1
γ . On the other hand,

F (x1, x2) = (1− x12)
2x12(2− x12)

= (1− 2x12 + x2
12)x12(2− x12)

= [1− (2x12 − x2
12)](2x12 − x2

12) ≤
1

4

for 0 ≤ x12 ≤ 2. Consequently, H(x1, x2) ≤ γ
4 . Hence, for c ≈ 1

3 and γ ∈ [3.82, 4], we have

H(x1, x2) <
1

(1− 4c)2γ
.(2.10)

If x1 = x2, then F (x1, x2) and G(x1, x2) have simpler forms:

F (x1, x2 = x1) = 4(1− 2x1)
2x1(1− x1),

G(x1, x2 = x1) = 4(x1 − x2
1)[1− γ(x1 − x2

1)].

Thus

H(x1, x2 = x1) =
1− 4(x1 − x2

1)

1− γ(x1 − x2
1)

≤ 1.

Therefore, for c ≈ 1
3 and γ ∈ [3.82, 4], we have

H(x1, x2) <
1

(1− 4c)2γ
.(2.11)

Case S2. It is easily seen that H(x1, x2) = 0.
It remains to check the extremal values of H(x1, x2) on the boundary points. Let ξ = 4−γ

4 .
Without loss of generality, we consider only two cases:

(H1) x2 =
4− γ

4
and (H2) x2 =

γ

4
.

Case (H1). Since

f(x1) + f(ξ) ≥ γx1(1− x1) + γξ(1− x1) = γ(x1 + ξ)(1− x1),

from f(xi) = γxi(1− xi)(i = 1, 2) we have

1

γ
H(x1, ξ) =

(1− (x1 + ξ))2(x1 + ξ)(2− (x1 + ξ))

(f(x1) + f(ξ))[2− (f(x1) + f(ξ))]

≤ (1− (x1 + ξ))(2− (x1 + ξ))

γ(2− γ(x1 + ξ)(1− x1))

≤ 1

γ
max

0<y<1

(1− y)(2− y)

2− γy(1 + ξ − y)
.

(2.12)
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From the relation γ = 4(1− ξ), we obtain for 0 < y < 1 that

(1− y)(2− y)

2− γy(1 + ξ − y)
=

(1− y)(2− y)

2− 4(1− ξ2)y + 4(1− ξ)y2

≤ (1− y)(2− y)

2− 4(y − y2)− 4ξy2

≤ (1− y)(2− y)

2− 4y + 3.82y2
≤ 1.15 <

1

(1− 4c)2γ
.

For simplicity, in the last two inequalities above, we use γ ≥ 3.82 to obtain estimates.
(However, this condition is not necessary.) Consequently, for c ≈ 1

3 and γ ∈ [3.82, 4], we have

H(x1, ξ) <
1

(1− 4c)2γ
.(2.13)

Case (H2). For x2 = γ
4 , since x1(1− x1) + ξ(1− ξ) ≥ (1 + ξ − x1)x1, we have

1

γ
H(x1, x2) =

(1− (x1 +
γ
4 ))

2(x1 +
γ
4 )(2− (x1 +

γ
4 ))

(f(x1) + f(γ4 ))(2− (f(x1) + f(γ4 )))

=
(ξ − x1)

2(x1 +
γ
4 )(1 + ξ − x1)

(γx1(1− x1) + γξ(1− ξ))(2− γ(x1(1− x1) + ξ(1− ξ)))

≤ 1

γ

(x1 − ξ)(x1 + 1− ξ)

2− γ(1 + ξ − x1)x1
.

The last inequality follows from the facts that

(ξ − x1)
2 ≤ x1(x1 − ξ) and

(
x1 +

γ

4

)
= (x1 + 1− ξ).

Using the relation (x1 − ξ)(x1 + 1− ξ) = x1(x1 + 1)− ((2x1 + 1)− ξ)ξ ≤ x1(x1 + 1), we have

1

γ
H
(
x1,

γ

4

)
≤ x1(x1 + 1)

γ(2− γ(1 + ξ − x1)x1)
≤ x1(x1 + 1)

γ(2− 4x1 + 3.82x2
1)
.

It can be easily shown that

max
0<y<1

y(y + 1)

2− 4y + 3.82y2
≤ 1.3.

Thus, for c ≈ 1
3 and γ ∈ [3.82, 4], we get

H
(
x1,

γ

4

)
<

1

(1− 4c)2γ
.(2.14)

From (2.10), (2.11), (2.13), and (2.14), we conclude that H(x1, x2) <
1

(1−4c)2γ
whenever c is

near 1
3 and thus that there is a λ(γ) ∈ (0, 1) such that (2.6) holds.
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3. Some lemmas. In section 2, we proved that synchronization occurs for a special case.
In order to prove synchronization for the general case, we need the following lemmas.

Lemma 3.1. If f1 = f3, f2 = f4, then

1− 2c

2c
≤ f̄13

f̄24
≤ 2c

1− 2c
.(3.1)

Proof. From the definition of the coupled map (1.1), we obtain

x̄13 = (1− 2c)f13 + 2cf24, x̄24 = (1− 2c)f24 + 2cf13,
f̄13 = γ(x̄13 − (x̄2

1 + x̄2
3)), f̄24 = γ(x̄24 − (x̄2

2 + x̄2
4)).

(3.2)

If f1 = f3, f2 = f4, then we have

x̄1 = x̄3 = (1− 2c)f1 + 2cf2,
x̄2 = x̄4 = (1− 2c)f2 + 2cf1,
f̄13 = 2γ((1− 2c)f1 + 2cf2)(1− ((1− 2c)f1 + 2cf2)),
f̄24 = 2γ((1− 2c)f2 + 2cf1)(1− ((1− 2c)f2 + 2cf1)).

(3.3)

So

f̄13

f̄24
=

[(1− 2c)f1 + 2cf2][1− ((1− 2c)f1 + 2cf2)]

[(1− 2c)f2 + 2cf1][1− ((1− 2c)f2 + 2cf1)]
.(3.4)

Without loss of generality, we assume that f1 ≤ f2 and 4c > 1. Then we have

(1− 2c)f1 + 2cf2 ≥ (1− 2c)f2 + 2cf1.(3.5)

To prove Lemma 3.1, we need to consider the following four cases:

(I) (1− 2c)f1 + 2cf2 ≤ 1

2
and (1− 2c)f2 + 2cf1 ≤ 1

2
;

(II) (1− 2c)f1 + 2cf2 ≥ 1

2
≥ (1− 2c)f2 + 2cf1 and

(1− 2c)f1 + 2cf2 − 1

2
≤ 1

2
− ((1− 2c)f2 + 2cf1);

(III) (1− 2c)f1 + 2cf2 ≥ 1

2
≥ (1− 2c)f2 + 2cf1 and

(1− 2c)f1 + 2cf2 − 1

2
≥ 1

2
− ((1− 2c)f2 + 2cf1);

(IV) (1− 2c)f1 + 2cf2 ≥ 1

2
and (1− 2c)f2 + 2cf1 ≥ 1

2
.

(3.6)

Case (I). Obviously,

1− [(1− 2c)f1 + 2cf2] ≤ 1− [(1− 2c)f2 + 2cf1].(3.7)
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From the assumption that 4c > 1, it follows that

f̄13

f̄24
≤ (1− 2c)f1 + 2cf2

(1− 2c)f2 + 2cf1
≤ 2c

1− 2c
.(3.8)

Since g(x) = x(1−x) is monotone increasing in the interval (0, 1
2), from (3.3) and (3.5) we get

f̄13 ≥ f̄24, i.e.,
f̄13
f̄24

≥ 1. Combining the last inequality with (3.8), the assertion (3.1) holds.

Case (II). For this case, it is easily seen that f̄13 ≥ f̄24 by the graph of g(x) = x(1 − x).
On the other hand, from (3.7), we also have

1 ≤ f̄13

f̄24
≤ (1− 2c)f1 + 2cf2

(1− 2c)f2 + 2cf1
≤ 2c

1− 2c
.(3.9)

The assertion (3.1) holds by (3.9).

Case (III). Let A = 1 − [(1 − 2c)f1 + 2cf2] and B = 1 − [(1 − 2c)f2 + 2cf1]. Then we
have

f̄13 = A(1−A), f̄24 = B(1−B).(3.10)

Moreover, A and B satisfy A ≤ 1
2 ≤ B, and B − 1

2 <
1
2 −A, which implies that f̄13 < f̄24. On

the other hand, from (3.5) and the assumption that f1 ≤ f2, we have

f̄13

f̄24
=

A(1−A)

B(1−B)
≥ A

B
≥ 1− 2c

2c
.

Thus (3.1) can be concluded similarly.

Case (IV). Let f̃1 = 1− f1 and f̃2 = 1− f2. Then, from the assumption that 4c > 1, the
following inequality holds:

f̃1 ≤ f̃2, (1− 2c)f̃2 + 2cf̃1 ≤ (1− 2c)f̃1 + 2cf̃2 ≤ 1

2
.

Moreover, we have

f̄13 = (1− [(1− 2c)f1 + 2cf2])[(1− 2c)f1 + 2cf2]

= [(1− 2c)f̃1 + 2cf̃2][1− ((1− 2c)f̃1 + 2cf̃2)],

f̄24 = (1− [(1− 2c)f2 + 2cf1])[(1− 2c)f2 + 2cf1]

= [(1− 2c)f̃2 + 2cf̃1][1− ((1− 2c)f̃2 + 2cf̃1)].

Hence Case (IV) is reduced to Case (I) if f2 and f1 are replaced by f̃1 and f̃2,
respectively.

In the following, we shall prove that the inequality (3.1) in Lemma 3.1 holds without the
restrictions f1 = f3 and f2 = f4.



CHAOTIC SYNCHRONIZATION IN COUPLED MAP LATTICES 183

Lemma 3.2. For 4c > 1, it holds that

1− 2c

2c
≤ f̄13

f̄24
≤ 2c

1− 2c
.(3.11)

Proof. By direct computation, we have

f̄13

f̄24
=

(1− 2c)f13 + 2cf24 − [((1− 2c)f1 + cf24)
2 + ((1− 2c)f3 + cf24)

2]

(1− 2c)f24 + 2cf13 − [((1− 2c)f2 + cf13)2 + ((1− 2c)f4 + cf13)2]
.

Denote

F = (1− 2c)f13 + 2cf24 − [((1− 2c)f1 + cf24)
2 + ((1− 2c)f3 + cf24)

2],
G = (1− 2c)f24 + 2cf13 − [((1− 2c)f2 + cf13)

2 + ((1− 2c)f4 + cf13)
2].

It is easy to verify that

Gf1 = Gf3 , Ff2 = Ff4 .(3.12)

The equations

∂

∂f1

(
F

G

)
=

∂

∂f2

(
F

G

)
=

∂

∂f3

(
F

G

)
=

∂

∂f4

(
F

G

)
= 0(3.13)

are equivalent to

FfiG− FGfi = 0 for i = 1, 2, 3, 4.(3.14)

From (3.12) and (3.14), we obtain

Ff1 = Ff3 , Gf2 = Gf4 ,

which implies
f1 = f3, f2 = f4.

Thus the set of possible local extremal values satisfies the inclusion{
∂

∂f1

(
F

G

)
=

∂

∂f2

(
F

G

)
=

∂

∂f3

(
F

G

)
=

∂

∂f4

(
F

G

)
= 0

}
⊂ {f1 = f3, f2 = f4}.

Hence (3.11) is obtained for the case of possible local extremal values by Lemma 3.1.
It remains to estimate the maximal value of F

G on the boundary. Because of symmetry,

we need only consider two cases: (i) f3 = 1− ξ and (ii)f3 = ξ, where ξ = 4−γ
4 .

Case (i). Let {
∂

∂f1

(
F

G

)
=

∂

∂f2

(
F

G

)
=

∂

∂f4

(
F

G

)}
= 0,

which implies f2 = f4. Therefore, we have

f̄13

f̄24
=

[(1− 2c)(f1 + 1− ξ) + 4cf2]− [((1− 2c)f1 + 2cf2)
2 + ((1− 2c)(1− ξ) + 2cf2)

2]

2[(1− 2c)f2 + c(f1 + 1− ξ)]− 2[(1− 2c)f2 + c(f1 + 1− ξ)]2
.
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For c = 1
3 , we want to show that

2c

1− 2c
= 2 >

f̄13

f̄24
>

1− 2c

2c
=

1

2
,

i.e.,
2f̄24 − f̄13 > 0 and 2f̄13 − f̄24 > 0.

For c = 1
3 , we get by direct computation that

1

γ
f̄13 =

1

3
(f1 + 1− ξ) +

4

3
f2 −

[(
1

3
f1 +

2

3
f2

)2

+

(
1

3
(1− ξ) +

2

3
f2

)2
]
,

1

γ
f̄24 =

2

3
(f1 + f2 + 1− ξ)− 2

9
(f1 + f2 + 1− ξ)2.

Hence
1

γ
(2f̄24 − f̄13) =

4

3
(f12 + 1− ξ)

−4

9
(f12 + 1− ξ)2 − 1

3
(f1 + 1− ξ)− 4

3
f2

+

[(
1

3
f1 +

2

3
f2

)2

+

(
1

3
(1− ξ) +

2

3
f2

)2
]

= f1 + 1− ξ − 1

3
f2
1 − 1

3
(1− ξ)2 − 8

9
(1− ξ)f1 +

[
−4

9
f1f2 +

4

9
f2
2 − 4

9
(1− ξ)f2

]

= f1 + 1− ξ − 1

3
f2
1 − 1

3
(1− ξ)2 − 8

9
(1− ξ)f1 +

(
2

3
f2 − 1

3
f1 − 1

3
(1− ξ)

)2

−1

9
f2
1 − 1

9
(1− ξ)2 − 2

9
f1(1− ξ)

> 0.

On the other hand, we have

1

γ
(2f̄13 − f̄24) =

2

3
(f1 + 1− ξ) +

8

3
f2 − 2

[(
1

3
f1 +

2

3
f2

)2

+

(
1

3
(1− ξ) +

2

3
f2

)2
]

−2

3
(f12 + 1− ξ) +

2

9
(f12 + 1− ξ)2

= 2f2 +
4

9
(1− ξ)f1 − 4

9
(1− ξ)f2 − 4

9
f1f2 − 14

9
f2
2

=
4

9
f1[(1− f2)− ξ] +

1

9
f2[14(1− f2) + 4ξ] > 0.
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Conclusively, we prove our assertion at c = 1
3 for Case (i). Note that all of the inequalities

above hold strictly about c = 1
3 . Consequently, there exists a suitable δ(γ) such that, for each

c ∈ (1
3 − δ(γ), 1

3 + δ(γ)), the inequality (3.11) holds.

The other extreme values on the boundary points can be estimated similarly to that above.
We omit the estimations here.

Case (ii). The proof is similar to that of Case (i).

Thus we finish the proof of Lemma 3.2.

4. Proof of Theorem 1.1.

4.1. Definition of the generalized Liapunov function. In order to deal with the
general case, we need to generalize the definition of the Liapunov function.

Define the function φ : [2ξ, 2− 2ξ] → [2ξ, 1] with ξ = 4−γ
4 by

φ(z) =




z(2− z) if |z| ≤ a or |2− z| ≤ a,

a(2− a) otherwise,
(4.1)

where a = 1
4 +ε0 with ε0 a small positive constant. Let g(x, y) = φ(x+y) : [ξ, 1−ξ]2 → [2ξ, 1].

Now we define the new Liapunov function by

L(x, y) = (x− y)2

g(x, y)
.(4.2)

One can see that the definition of L in (4.2) is a generalization of (2.3). In the following, we
shall prove a conclusion similar to that in Lemma 2.1 for the new Liapunov function L defined
in (4.2).

Lemma 4.1. For each γ ∈ [3.82, 4] in (1.1), there exist numbers δ(γ) and λ ∈ (0, 1) inde-
pendent of x1 and x3 such that, for c ∈ (1

3 − δ(γ), 1
3 + δ(γ)), the following inequality holds:

L(x̄1, x̄3) ≤ λ(γ)L(x1, x3).(4.3)

Proof. By direct computation, we have

L(x̄1, x̄3)

L(x1, x3)
=

c2γ2(1− x13)
2φ(x13)

φ(1
3f13 +

2
3f24)

.(4.4)

We first consider the case in which c = 1
3 . There are nine different cases to be considered.

Case A. |x13| ≤ a, and |13f13 +
2
3f24| ≤ a.

It follows that

φ(x13) = x13(2− x13) and φ

(
1

3
f13 +

2

3
f24

)
=

(
1

3
f13 +

2

3
f24

)[
2−

(
1

3
f13 +

2

3
f24

)]
.
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If f13 ≤ f24, then
1
3f13 +

2
3f24 ≥ f13. Hence, from (4.4), we obtain

L(x̄1, x̄3)

L(x1, x3)
≤ γ2(1− x13)

2x13(2− x13)

9f13(2− (1
3f13 +

2
3f24))

=
2− f13

2− (1
3f13 +

2
3f24)

γ2(1− x13)
2x13(2− x13)

9f13(2− f13)

≤ 2

2− a
K,

where K = γ2(1−x13)2x13(2−x13)
9f13(2−f13) . The last inequality follows from the assumption that |13f13 +

2
3f24| ≤ a.

If f13 > f24, then, from Lemma 3.2, we have f24 ≥ 1
2f13 and 2− (1

3f13 +
2
3f24) ≥ 2− f13.

Hence we get
L(x̄1, x̄3)

L(x1, x3)
≤ 3

2

γ2(1− x13)
2x13(2− x13)

9f13(2− f13)
=

3

2
K.

Observe that K is similar to the left-hand side of (2.6). From (2.14), with the proof of Lemma
2.1, we have K ≤ 1.3γ

9 . Hence, for Case A, we have

L(x̄1, x̄3)

L(x1, x3)
≤ 1.3γ

6
.(4.5)

Case B. |x13| ≤ a, and a ≤ |13f13 +
2
3f24| ≤ 2− a.

It follows that

φ(x13) = x13(2− x13) and φ

(
1

3
f13 +

2

3
f24

)
= a(2− a).

On the other hand, since x13 ≤ a, we have

φ(x13) ≤ a(2− a) <
1

2
.

Therefore,

(1− x13)
2x13(2− x13) ≤ (1− a(2− a))a(2− a).(4.6)

Then we have

L(x̄1, x̄3)

L(x1, x3)
≤ γ2(1− a(2− a))a(2− a)

9a(2− a)
=

(
1

3
γ(1− a)

)2

.(4.7)

Next, we shall prove that Case C defined as below cannot occur.
Case C. |x13| ≤ a, and |13f13 +

2
3f24| ≥ 2− a.

It follows that φ(x13) = x13(2− x13). From x13 ≤ a, we have f13 = γ(x13 − (x2
1 + x2

3)) ≤
γ(a− a2

2 ) ≤ 1. Hence, combining this with the fact that a = 1
4 + ε0 with ε0 small enough, we

have 1
3f13 +

2
3f24 ≤ 5

3 < 2− a , which contradicts the assumption that |13f13 +
2
3f24| ≥ 2− a.
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Now we have finished the proof of the first three cases.

Case D. |x13| ≥ 2− a, and |13f13 +
2
3f24| ≤ a.

It follows that

φ(x13) = x13(2− x13) and φ

(
1

3
f13 +

2

3
f24

)
=

(
1

3
f13 +

2

3
f24

)[
2−

(
1

3
f13 +

2

3
f24

)]
.

By the symmetry of φ(z) with respect to z = 1, we can reduce Case D to Case A.

Case E. |x13| ≥ 2− a, and a ≤ |13f13 +
2
3f24| ≤ 2− a.

It follows that

φ(x13) = x13(2− x13) and φ

(
1

3
f13 +

2

3
f24

)
= a(2− a).

Hence
L(x̄1, x̄3)

L(x1, x3)
=

γ2(1− x13)
2x13(2− x13)

9a(2− a)
.

By (4.6) and the symmetry of φ(z) with respect to z = 1, we can reduce this case to Case B.

Case F. |x13| ≥ 2− a, and |13f13 +
2
3f24| ≥ 2− a.

If follows that

φ(x13) = x13(2− x13) and φ

(
1

3
f13 +

2

3
f24

)
=

(
1

3
f13 +

2

3
f24

)[
2−

(
1

3
f13 +

2

3
f24

)]
.

Hence we have
L(x̄1, x̄3)

L(x1, x3)
=

γ2(1− x13)
2x13(2− x13)

9(1
3f13 +

2
3f24)[2− (1

3f13 +
2
3f24)]

.

By the symmetry of φ(z) with respect to z = 1, we can reduce this case to Case C.

It remains to check the last three cases.

Case G. a ≤ |x13| ≤ 2− a, and |13f13 +
2
3f24| ≤ a.

Then φ(x13) = a(2− a). Moreover, we have

φ

(
1

3
f13 +

2

3
f24

)
=

(
1

3
f13 +

2

3
f24

)[
2−

(
1

3
f13 +

2

3
f24

)]

and

2−
(
1

3
f13 +

2

3
f24

)
≥ 2− a.

On the other hand, since a ≤ |x13| ≤ 2− a, one can verify that f13 ≥ γa(1− a), which implies
that 1

3f13 +
2
3f24 ≥ 2

3γa(1− a) by Lemma 3.2. Hence we have

L(x̄1, x̄3)

L(x1, x3)
≤ γ2(1− x13)

2a(2− a)

6γa(1− a)(2− a)
≤ γ(1− x13)

2

6(1− a)
≤ γ(1− a)

6
.(4.8)

Case H. a ≤ |x13| ≤ 2− a, and |13f13 +
2
3f24| ≥ 2− a.
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It follows that

φ(x13) = a(2− a) and φ

(
1

3
f13 +

2

3
f24

)
=

(
1

3
f13 +

2

3
f24

)[
2−

(
1

3
f13 +

2

3
f24

)]
.

Hence we have

L(x̄1, x̄3)

L(x1, x3)
=

γ2(1− x13)
2a(2− a)

(3f13 + 6f24)[2− (1
3f13 +

2
3f24)]

≤ γ2(1− x13)
2a(2− a)

9(2− a)[2− (1
3f13 +

2
3f24)]

≤ γ2(1− x13)
2a

3(2− f13)

=
γ2(1− x13)

2a

3(2− γ(x13 − (x2
1 + x2

3)))

≤ γ2a

3
· (1− x13)

2

2− γx13 +
γ
2x

2
13

≤ γ2a

6
.

(4.9)

Case I. a ≤ |x13| ≤ 2− a, and a ≤ |13f13 +
2
3f24| ≤ 2− a.

It follows that

φ(x13) = a(2− a) and φ

(
1

3
f13 +

2

3
f24

)
= a(2− a).

Hence we have

L(x̄1, x̄3)

L(x1, x3)
=

γ2(1− x13)
2a(2− a)

9a(2− a)
≤ γ2(1− a)2

9
.(4.10)

From (4.5), (4.7), (4.8), (4.9), and (4.10), we obtain that

max

{
1.3γ

6
,

(
1

3
γ(1− a)

)2

,
γ(1− a)

6
,
γ2a

6

}
< 1,(4.11)

which proves Lemma 4.1 for c = 1
3 . Moreover, since the inequality in (4.11) holds strictly, it

is easily seen that there is an interval (1
3 − δ(γ), 1

3 + δ(γ)) such that (4.3) holds for c in this
interval.
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4.2. Proof of Theorem 1.1. By using Lemma 4.1, we have proved that synchroniza-
tion occurs between x1 and x3. Similarly, we can prove |x2(k) − x4(k)| → 0 as k → ∞.
Subsequently, using Lemma 2.4 in [6] stated below and Lemma 2.1, we can prove that syn-
chronization occurs between x1 and x2.

Lemma 2.4 (in [6]). For any one-dimensional map

u(k + 1) = a(k)u(k) + b(k),

if |b(k)| is finite with |b(k)| → 0 as k → ∞ and

sup
k≤0

|a(k)| = λ < 1,

then |u(k)| converges to zero.
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A Multiparameter, Numerical Stability Analysis of a Standing Cantilever
Conveying Fluid∗
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Abstract. In this paper, we numerically examine the stability of a standing cantilever conveying fluid in a
multiparameter space. Based on nonlinear beam theory, our mathematical model turns out to be
replete with exciting behavior, some of which was totally unexpected and novel, and some of which
confirm our intuition as well as the work of others. The numerical bifurcation results obtained
from applying the Library of Continuation Algorithms (LOCA) reveal a plethora of one, two, and
higher codimension bifurcations. For a vertical or standing cantilever beam, bifurcations to buckled
solutions (via symmetry breaking) and oscillating solutions are detected as a function of gravity and
the fluid-structure interaction. The unfolding of these results as a function of the orientation of the
beam compared to gravity is also revealed.
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1. Introduction. The dynamics of a standing cantilever conveying fluid has been thor-
oughly studied for the past century [18]. A major contribution to this problem dates back
to 1961 with the work of Benjamin on articulated pipes [4]. Benjamin explained the physical
mechanism behind flutter using a theoretical double pendulum model [4]. In a later work,
Benjamin shows the destabilizing effect of damping [5].

Päıdoussis’ experimental and computational work in 1970 confirmed and developed Ben-
jamin’s results [15]. Päıdoussis’ model, based on conservation laws, took into account the
flexural restoring force, the fluid inertia force, the gravity force, and the tube inertia force.
He also added viscous effects due to external damping.

Using this model, Päıdoussis showed that damping does destabilize the beam and that
the fluid flow rate can prevent the beam from buckling [15]. In fact, dissipation-induced
instabilities have been extensively studied [7], [8] in a wide variety of dynamical systems such
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λ

µ

α
x

y

Figure 1.1. The orientation of the cantilever with respect to gravity (α), the dimension follower force (µ),
and the dimensionless gravity (λ) are all parameters in our equations.

as the double spherical pendulum [13] and rotating systems with gyroscopic terms. Päıdoussis
also demonstrated using linear theory that there exist a curve of pitchfork bifurcation points
and a curve of Hopf bifurcation points in parameter space. The works of Bajaj, Sethna, and
Lundgren [1] and Bajaj and Sethna [2], [3] are also noteworthy references on this subject.

In this work, we use a simple model of a standing cantilever conveying fluid, namely, a
cantilever beam clamped at one end and free at the other end as shown in Figure 1.1. We
assume the fluid-structure interaction induces a concentrated force tangent to the free end
of the cantilever and a point source of damping normal to the free end of the cantilever.
Our model is simple because we neglect all other fluid structure interaction, including the
fluid-induced coriolis forces, unlike the more complete model of Päıdoussis [15]. The model
is a good representation of a long, thin conduit with a nozzle at its free end. The nozzle
maintains the necessary momentum flux, which induces the concentrated force that remains
tangent to the free end of the beam. The ratio of the follower force to the restoring force
due to structural rigidity is denoted as µ, and we will hereafter refer to this quantity as
the dimensionless follower force. As we increase µ, the cantilever eventually experiences an
oscillatory instability (a Hopf bifurcation). Likewise, the ratio of the gravitational body force
to the restoring force due to structural rigidity will be denoted as λ, and we will hereafter
refer to this quantity as the dimensionless gravity parameter. Because our model incorporates
dimensionless gravity and the beam’s orientation to gravity (α), when the standing cantilever
is heavy enough, the beam can experience buckling (a pitchfork bifurcation).

This paper extends the results of previous work in several ways. First, we have been able to
identify a quartic bifurcation point which more completely maps out the behavior of the beam
in parameter space [25]. Second, we have shown analytically, using the perturbation theory
of eigenvalues, that damping destabilizes the beam and that, for a point source of damping,
the magnitude of damping has no effect on the Hopf bifurcation points. Finally, since we
included the inclination of the beam at the clamped end as a parameter in our problem (α),
we were able to numerically continue in α. With this capability, we demonstrate how the
high codimensional pitchfork bifurcations unfold in α. More precisely, the paper makes the
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following assertions supported by numerical evidence and theory:

• When α = 0.0, the parameter space is divided by four bifurcation curves: a curve
of pitchfork bifurcation points, a curve of Hopf bifurcation points, a curve of turning
points, and a curve of saddle-loop bifurcations. We tracked the first three curves
presented in section 4.1 using the tracking algorithms in the Library of Continuation
Algorithms (LOCA). The theory of the double zero eigenvalue predicts the existence
of the saddle-loop bifurcation [12], but we were unable to obtain it using our current
capabilities. The saddle-loop bifurcation occurs when a periodic orbit bifurcates to a
solution with infinite period.

• When the angle of inclination at the clamped end of the beam is zero (α = 0.0), there
is a symmetry-breaking Takens–Bogdanov point, where the curve of Hopf bifurcations
terminates on a path of pitchfork bifurcations. When we unfold this point in α, it
becomes a double zero eigenvalue of codimension two, where the Hopf bifurcation
curve terminates at a curve of turning points.

• Again, when α = 0.0, there is another extremely degenerate bifurcation point, where
the curve of turning points intersects the curve of pitchfork bifurcation points. At this
quartic bifurcation point, a symmetry-breaking pitchfork bifurcation changes from
supercritical to subcritical [10]. When we unfold this point in α, part of what we get
is a codimension two bifurcation, where a curve of turning points terminates at a cusp.
We use the theory of normal forms to predict the existence of a curve of turning points
in a neighborhood of the quartic bifurcation point and unfold the quartic in section
4.2.

• As expected, a point source of damping had no influence on the stationary bifurcations.
Unexpectedly, however, a point source of damping had no influence on the position
of the Hopf bifurcation point. Using the perturbation theory of eigenvalues, we will
show in section 4.3 why, for a point source of damping, the Hopf bifurcation point is
completely independent of the magnitude of damping. This discussion culminates in
an explanation of why the beam experiences flutter.

There are also existing techniques for the detection and tracking of bifurcation points. For
example, techniques for computing higher codimension Takens–Bogdanov points can be found
in [6], [26], and [19]. There is also a large literature on the unfolding of a symmetry-breaking
Takens–Bogdanov point [23], [24].

2. Formulation.

2.1. Derivation of equations. The beam has the following properties: length L, mass per
unit length ρ, and flexural rigidity EI. We assume that the flexural rigidity about the x-axis is
large enough to confine the cantilever beam to move in the x-y plane. The position of the beam
is fully described by the vector X = (X(s, t), Y (s, t), 0), where s is the arclength s ∈ [0, L]
and t is time. The velocity of the beam is given by the vector V = (Ẋ(s, t), Ẏ (s, t), 0) =
(U(s, t), V (s, t), 0). The problem is planar, and we assume that moments are restricted to
exist in the z-direction only. Therefore, the moment and force vectors take the following
forms: M = (0, 0,Mz(s, t)) and F = (Fx(s, t), Fy(s, t), 0).

Consider a differential element of the beam of length ds. The forces in the x- and y-
directions and bending moment on this differential element are shown in Figure 2.1. A force
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Figure 2.1. A differential element of the beam.

balance leads to

ρ
∂2X

∂t2
=

∂Fx
∂s

,

ρ
∂2Y

∂t2
=

∂Fy
∂s

− ρg,

and a moment balance results in

(
Mz +

∂Mz

∂s
ds

)
−Mz = F · n ds,

where n is the normal vector defined as

n = (cos(θ),− sin(θ), 0).

The moment is related to the curvature in the following manner:

Mz = −EI
∂θ

∂s
.

The negative sign in the moment-curvature relation is due to the definition of θ as being
positive moving in the clockwise direction. Using this moment-curvature relation, the moment
balance reduces to

−EI
∂2θ

∂s2
= F · n.

2.2. Governing equations of motion. After including the equations relating the deriva-
tives of X and Y to θ, we obtain a set of five coupled partial differential equations on the



194 N. BOU-RABEE, L. ROMERO, AND A. SALINGER

domain s ∈ [0, L]. The dependent variables are Fx, Fy, X, Y , and θ.

ρ
∂2X

∂t2
=

∂Fx
∂s

,

ρ
∂2Y

∂t2
=

∂Fy
∂s

− ρg,

0 = EI
∂2θ

∂s2
+ F · n,

0 =
∂X

∂s
− sin θ,

0 =
∂Y

∂s
− cos θ.

(2.1)

The conveying fluid exerts a force on the free end of the beam. We make the reasonable
assumption that the follower force remains tangent to the free end of the beam even as the
beam moves. Furthermore, the force normal to this follower force contributes to a point source
of damping in our model.

F(1, t) · t = f,
−F(1, t) · n = CV(1, t) · n,

where C is the damping parameter, f is the follower force, and t is the tangent vector defined
as

t = (sin(θ), cos(θ), 0).

We also assume that the couple at the free end of the beam vanishes. Since the couple is a
multiple of the curvature of the beam, this condition reduces to

∂θ

∂s
(L, t) = 0.

On the left side, the beam is clamped, and, at an angle α with respect to gravity,

θ(0, t) = α, X(0, t) = Y (0, t) = 0.

Since we will only examine the steady behavior of our governing equations and the linearized
behavior about the steady-state, no initial conditions are needed. Together the above equa-
tions and boundary conditions are the governing equations of our system.

2.3. Dimensionless equations. We will introduce the dimensionless variables

ξ = s
L , x = X

L , y = Y
L , fx =

L2Fx
EI , fy =

L2Fy

EI , τ =
√
EI√
L4ρ

t.

Our dimensionless force and velocity vector take the following forms: f = (fx(ξ, τ), fy(ξ, τ), 0)
and v = (u(ξ, τ), v(ξ, τ), 0). Substituting these dimensionless variables into (2.1), we have the
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equations

ẍ = f ′
x,

ÿ = f ′
y − λ,

0 = θ′′ + f · n,
0 = x′ − sin θ,

0 = y′ − cos θ,

(2.2)

where the overdot and prime denote differentiation with respect to dimensionless time (τ)
and dimensionless arclength (ξ), respectively. In terms of these dimensionless variables, the
associated boundary conditions become

θ(0, τ) = α, x(0, τ) = y(0, τ) = 0,
−f(1, τ) · n = γv(1, τ) · n,

θ′(1, τ) = 0, f(1, τ) · t = µ,
(2.3)

where µ, γ, and λ are the dimensionless follower force, dissipation, and gravity parameters,
respectively, and are defined as

µ = fL2

EI , γ =
√
EI√
L4ρ

C, λ = ρgL2

EI .

We can convert the second-order derivatives in dimensionless time (τ) in (2.2) into first-order
derivatives by introducing two additional equations:

u = ẋ, v = ẏ.

Then (2.2) can be put into the form

Mż = R(z), z ∈ �n,(2.4)

where the vector of unknowns z, the mass matrix M, and the function R(z) are

z =




x
y
θ
fx
fy
u
v



, M =




0 0 0 0 0 1 0
0 0 0 0 0 0 1
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
1 0 0 0 0 0 0
0 1 0 0 0 0 0



, R(z) =




f ′
x

f ′
y − λ

θ′′ + f · n
x′ − sin θ
y′ − cos θ

u
v



.

In this paper, we never analyze the transient dynamics of (2.4). Instead, we look for equilib-
rium solutions z̄ of (2.4) which satisfy

R(z̄) = 0.

The stability of this solution can be determined by linearizing (2.4) about z̄. After substituting
an expansion of z̄ (z̄+ z̄1) into (2.4), we obtain the linear system

M˙̄z1 = Rz(z̄)z̄1,
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where Rz(z̄) is the Fréchet derivative.
Substituting z̄1 = eσtφ into the linearized system, we obtain

σMφ = Rz(z̄)φ.(2.5)

Equation (2.5) is a generalized eigenvalue problem for the continuous problem with eigenfunc-
tion φ and eigenvalue σ. If all of the eigenvalues of our eigenvalue problem have negative real
parts, the equilibrium solution z̄ is stable.

2.4. Linearization about standing cantilever. Equation (2.4) may not be familiar to
readers with a background in beam theory. Linearizing, however, about the standing cantilever
solution would result in a set of equations that more closely resembles the set of equations
from beam theory. We simply evaluate the Fréchet derivative at the standing cantilever fixed
point (fx = 0, fy = −µ+λ(s−1), x = 0, y = s) in (2.5). After manipulating the resulting set
of equations, we obtain a fourth-order differential equation in x. The stability of the standing
cantilever fixed point is determined from the eigenvalues of the resulting linear operator

L(φ) = φ′′′′ − (((s− 1)λ− µ)φ′)′ = −σ2φ(2.6)

with the associated boundary conditions

φ(0) = φ′(0) = 0, φ′′(1) = 0, φ′′′(1) = γσφ.(2.7)

This linear operator has several interesting properties. First, L is not self-adjoint because
of the boundary condition at the free end: φ′′′(1) = γσφ. If we made a tiny change in this
boundary condition,

φ′′′(1) + µφ′(1) = 0,

the linear operator would be self-adjoint. This boundary condition change would result in a
linear operator which represents the classical equations describing the buckling of a beam.

If γ = 0, the linear operator L exhibits time-reversal symmetry since, if σ is an eigenvalue
of this linear operator, then so is −σ. The linear operator is also non-self-adjoint when γ = 0.
Because of time-reversal symmetry, the eigenvalues of the linear operator for the undamped
case indicate only neutral stability or instability. Numerically, we have determined (with
α = 0) that the beam loses neutral stability when µ = 20. When a small amount of damping
γ is introduced, however, the beam loses stability when µ = 16. This apparent paradox was
noted by Päıdoussis [15] and will be explained in section 4.3.

We will need the adjoint eigenvalue problem when we apply the perturbation theory of
eigenvalues in section 4.3. For the purpose of computing this adjoint, we will define the
following inner product:

〈f, g〉 =
∫ 1

0
f∗g(s)ds,

where f∗ is the complex conjugate of f . Since we will deal exclusively with real eigenfunctions
in the neutrally stable regime, we will drop the complex conjugate notation. The adjoint of
our linear operator L∗ satisfies the following inner product:

〈ψ,L(φ)〉 = 〈L∗ψ, φ〉.
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Taking the inner product of an arbitrary function ψ with the linear operator in (2.6), we
obtain

〈ψ,L(φ)〉 =
∫ 1

0
ψ(φ′′′′ − ((λ(s− 1)− µ)φ′)′)ds.

We can obtain the adjoint linear operator by repeatedly integrating this equation by parts to
obtain

〈ψ,L(φ)〉 =
∫ 1

0
φ(ψ′′′′ − ((λ(s− 1)− µ)ψ′)′)ds+ ψφ′′′∣∣1

0
− ψ′φ′′∣∣1

0

+ ψ′′φ′∣∣1
0
− ψ′′′φ

∣∣1
0
+ ψ((λ(s− 1)− µ)φ′)′

∣∣1
0
− ψ′(λ(s− 1)− µ)φ′∣∣1

0
.

Several of these terms evaluated at the boundaries vanish due to the boundary conditions on
φ except

µ(ψ(1)φ′(1)− ψ′(1)φ(1))− ψ′′′(1)φ(1)
+ ψ′′(1)φ′(1) + ψ′′(1)φ′(1) + ψ′(0)φ′′(0) + ψ(0)φ′′′(0).

We will specify the boundary conditions of the adjoint eigenvalue problem so that these terms
vanish as well:

ψ(0) = ψ′(0) = 0,
ψ′′′(1) + µψ′(1) = 0,
ψ′′(1) + µψ(1) = 0.

The adjoint eigenvalue problem follows:

L∗(ψ) = ψ′′′′ − (((s− 1)λ− µ)ψ′)′(2.8)

with the boundary conditions

ψ(0) = ψ′(0) = 0,

ψ′′′(1) + µψ′(1) = 0,

ψ′′(1) + µψ(1) = 0.

(2.9)

This adjoint linear operator will be useful when we examine the effects of damping on stability
in section 4.3.

3. Numerical technique. We approximated the derivatives that appear in the steady
form of (2.4) using a Chebyshev collocation method. The approximating functions employed
by this spectral method are Chebyshev polynomials which are infinitely differentiable global
functions. When evaluated at the Gauss–Labotto points, this spectral method produces highly
accurate approximations to the derivative [9].

We computed the steady-state solutions of our discrete approximation to (2.4) using a
Newton–Raphson iteration,

Rz(zo)δz = −R(zo),
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Figure 3.1. This plot of µ2 as a function of λ shows that µ2 changes sign at approximately µ = 7.3447 and
λ = 14. The variation of the solution as a function of λ at this transition point (marked with a diamond) is
shown in bifurcation diagram (b) in Figure 4.4. This transition point is called a quartic bifurcation point and
is invariant under a change in the parameterization.

where zo is the solution at the previous iteration, δz is the update to zo for this iterate, and
Rz(zo) is the Fréchet derivative. We also approximated the continuous eigenvalue problem in
(2.4) with a discrete approximation to the Fréchet derivative, the vector of unknowns z̄, and
the eigenfunction φ.

We used the arclength continuation, Hopf, pitchfork, and turning point tracking algorithms
in LOCA to obtain the numerical bifurcation results in this paper. For more information
on these algorithms, consult [14], [20], [21]. Branch switching was accomplished using an
algorithm which perturbs the symmetric, unstable solution in the direction of the null vector,
φ:

zstable = zunstable +
φ

||φ|| .

The transition from a supercritical to a subcritical pitchfork bifurcation can be determined
using bifurcation theory. Werner and Spence discuss an analogous approach to detect whether
a pitchfork bifurcation is supercritical or subcritical in [25]. We first transform our governing
equations so that z = 0 is the standing cantilever solution. We then introduce a regular
perturbation expansion about z0 = 0 to third order in ε. Let us choose as our bifurcation
parameter the dimensionless follower force µ. We also expand this bifurcation parameter as
follows:

µ = µ0 + εµ1 + ε2µ2 + ε3µ3.

We substitute these expansions into our equations and retain terms up to third order in ε. If
we were to collect terms of first order in ε, we obtain the eigenvalue problem at the bifurcation
point:

J(0, µ0)z1 = 0.
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Figure 3.2. This plot of λ2 as a function of λ shows that there are two points (marked with diamonds) where
λ2 changes sign. The point that is also predicted in Figure 3.1 is special because it is invariant under a change
in the parameterization, whereas the second point predicted when λ is chosen as the bifurcation parameter is an
artifact of the parameterization we take but still accurately predicts a change in the criticality of the pitchfork
bifurcation.

Collecting terms of second order in ε, we obtain an equation of the form

J(0, µ0)z2 + µ1β = Q(z1).

Finally, collecting terms of third order in ε, we obtain an equation of the form

J(0, µ0)z3 + µ2β = C(z1, z2).

We also have the normalization condition, which provides a nontrivial solution to these equa-
tions:

φ · zk = 0, k = 1, 2.

By solving the following system of equations simultaneously for µk−1, k = 1, 2, we can obtain
the sign of µ2: [

J(0, µ0) β
φ 0

] [
zk

µk−1

]
=

[
R(zk−1)

0

]
.

The pitchfork bifurcation is supercritical or subcritical based on the sign of µ2. We solved
these equations numerically and obtained the transition point (for α = 0) at µ = 7.3447, as
seen in bifurcation diagram (b) in Figure 4.4. The variation of µ2 as a function of λ is shown
in Figure 3.1. If we were to choose the dimensionless gravity λ as our bifurcation parameter,
we obtain two points where λ2 changes sign once through 0 and once through ∞. The first
transition point is the quartic bifurcation point, which is invariant under a change in the
parameterization. The second transition point is an artifact of the parameterization we chose
but is nonetheless a meaningful indicator of the change in criticality. A plot of λ2 as a function
of λ is shown in Figure 3.2.
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Figure 4.1. The full and dashed lines represent stable and unstable solutions, respectively, and the square
marker indicates a pitchfork bifurcation point. The symmetric solution is unstable past the pitchfork bifurcation
point and tends toward the two stable branches labeled A and B in the diagram. Sample bifurcated solutions are
shown. A and B correspond to the first unstable mode, and C and D correspond to the second unstable mode.
The standing cantilever fixed point, not shown, corresponds to the horizontal θ = 0 branch.
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Hopf bifurcation at µ=16 

Figure 4.2. The full and dotted lines represent stable and doubly unstable solutions, respectively. The value
of µ at the onset of oscillatory behavior is shown in this figure.

4. Results and analysis.

4.1. Numerical bifurcation results. Figure 1.1 illustrates the beam’s orientation as we
vary α. When α = 0, the standing cantilever is a solution for all parameter values, but it may
not be stable to small perturbations. In this section, we will explore the standing cantilever’s
stability in the parameter plane defined by λ and µ when the underlying equations of the
beam exhibit reflectional symmetry α = 0.0.

Consider the case when there is no follower force or µ = 0.0. When gravity is pointing
toward the clamped end of the beam, the standing cantilever will buckle under its own weight
at a critical value of λ. As in the Euler beam problem, the standing cantilever will also have a
second mode of instability at another critical value of λ. These points of instability are shown
in Figure 4.1 with sample buckled solutions. This stationary bifurcation point is characterized
as being supercritical since the branched solutions are stable and occur after the symmetric
solution loses stability. Now consider the case when λ = 0.0. The beam experiences flutter at
a critical value of the dimensionless follower force µ. This dynamic instability corresponds to
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Figure 4.3. For α = 0.0 and γ = 1.0. Each region indicated with a Roman numeral and demarcated
by the curves of bifurcation points has different stable solutions defined above. This two-parameter plot shows
all solutions in this parameter-space. Please view Figure 4.4 for a better understanding of how the solutions
vary as a function of µ and λ. Note that this figure contains two different bifurcation boundaries: one from
the trivial state (the curve of pitchfork and Hopf bifurcations) and the other from an already buckled state (the
curve of turning points).

a Hopf bifurcation point and is shown in Figure 4.2. The dotted line in the figure represents
an unstable solution which tends to an oscillatory solution. Since we know the bifurcations
that the beam experiences for the trivial cases when µ = 0.0 and λ = 0.0, we can use the
tracking capabilities in LOCA to obtain the curve of pitchfork and Hopf bifurcation points.

As seen in Figure 4.3, the curve of pitchfork bifurcation points and the curve of Hopf
bifurcation points intersect at a point which is a high codimension bifurcation. This point
appears to be accounted for by Päıdoussis in his stability map of the boundaries of buckling
and oscillatory instabilities [15]. His stability map, however, misses the quartic bifurcation
point, which we were able to obtain using an algorithm discussed in section 3 that detects
whether a pitchfork bifurcation point is supercritical or subcritical.

By using this additional capability, we can obtain the quartic bifurcation point shown in
Figure 4.3. This point is another a high codimension bifurcation point. Using the theory of
normal forms, we show in section 4.2 that another curve of turning points should come tangent
to this curve. This conclusion based on theory inspired us to search for the curves of turning
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(a) µ = 0.0 (b) µ = 7.3447
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Figure 4.4. For α = 0.0 and γ = 1.0. A value characteristic of our entire solution θend is plotted as a
function of λ for a variety of f. The full, dashed, and dotted lines represent stable solutions, solutions with one
unstable mode, and doubly unstable solutions, respectively. Square, circle, and X markers are used to denote a
pitchfork bifurcation, Hopf bifurcation, and turning point, respectively. Each bifurcation diagram was selected
to represent a significant section of Figure 4.3. As the dimensionless follower force increases, the two pitchfork
bifurcation points tend toward each other until they coalesce, leaving a Hopf bifurcation and two turning points
in their wake.
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Figure 4.5. For α = 0.0125 and γ = 1.0. When we break the symmetry by the introduction of a deflection
α = 0.0125, we obtain the following two-parameter plot. Notice that the curve of pitchfork bifurcations splits
into two curves of turning points. The region of stability (I) does not appear to have increased dramatically.
The near-symmetric/buckled modifier implies a solution which continuously transitions from a stable, almost
symmetric solution to a buckled solution.

points which appear in Figure 4.3. It should be noted that there are two curves of turning
points shown in Figure 4.3 which happen to lie on the same curve in parameter space. Before
we unfold these two higher codimension bifurcation points in α, we will highlight the effect
the dimensionless follower force, gravity, and damping have on the boundaries of instability.

As can be seen in Figure 4.3, gravity makes the beam more likely to flutter and hence
destabilizes the beam. This result agrees with our physical intuition that gravity is a force
tending to make the beam oscillate. Contrary to physical intuition, the follower force µ makes
the beam less likely to buckle and hence stabilizes the beam. This apparent paradox can be
explained in the following way: if the beam is perturbed in the direction of its buckled state,
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(c) µ = 10.0 (d) µ = 11.0
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Figure 4.6. For α = 0.0125 and γ = 1.0. A value characteristic of our entire solution θend is plotted as a
function of λ for a variety of f. The full, dashed, and dotted lines represent stable solutions, solutions with one
unstable mode, and doubly unstable solutions, respectively. A circle and X symbols are used to denote a Hopf
bifurcation and turning point, respectively.
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Figure 4.7. For α = 0.1 and γ = 1.0. The full and dashed lines represent stable and unstable solutions,
respectively, and the X marker indicates a turning point. Clearly the solution corresponding to A is favored
over solutions on branch B. The same pattern holds for the rest of the bifurcation diagram which corresponded
to the second pitchfork bifurcation point in the symmetric case shown in Figure 4.1.

then the follower force tends to push the beam back to the standing cantilever fixed point.
The effect of the follower force agrees with Päıdoussis’ result that standing cantilevers which
would ordinarily buckle without flow can actually become more stable with flow for a certain
range of flow rates [15].

The follower force, however, also appears to excite the second pitchfork bifurcation mode
by decreasing the critical value of λ, marking the onset of the second pitchfork instability. This
phenomenon is apparent in bifurcation diagrams (a) and (b) in Figure 4.4. These bifurcation
diagrams plot a characteristic value of our solution, the angle at the end of the beam, as a
function of λ for fixed µ.

Bifurcation diagram (b) in Figure 4.4 marks the quartic bifurcation point—the transition
between a supercritical and a subcritical pitchfork bifurcation. This point corresponds to the
intersection of the turning point curves and the pitchfork bifurcation curve in Figure 4.3. The
pitchfork bifurcation becomes subcritical because the branched solutions are unstable and
occur when the symmetric solution is stable.

As the value of µ continues to increase, we notice the emergence of the Hopf bifurcation
point in bifurcation diagram (d) in Figure 4.4. The second mode of instability becomes so
excited by the increased follower force and the first mode so subdued by the stabilizing effect
of the follower force that the two points coalesce at the higher codimension bifurcation point,
where the Hopf bifurcation curve intersects the curve of pitchfork bifurcation points. As can
be seen in bifurcation diagram (e), a Hopf bifurcation and two turning points remain in their
wake. At a sufficiently high follower force, the Hopf bifurcation emerges as the first instability
the symmetric system experiences as λ is increased. Bifurcation diagram (f) in Figure 4.4
shows that two turning points still remain, but the buckled solutions no longer coexist with a
stable symmetric solution.



206 N. BOU-RABEE, L. ROMERO, AND A. SALINGER

0 10 20 30 40 50 60
0

5

10

15

20

Dimensionless gravity: λ

D
im

en
si

on
le

ss
 f

ol
lo

w
er

 f
or

ce
: f

Hopf 

Turning Point

Turning Point

I 

II 

III 

VIb 
VIa V

I. one near-symmetric/buckled solution

II. two buckled solutions

III. two buckled solutions

IV. one near-symmetric/buckled and two buckled solutions

V. oscillatory solution

VIa. one oscillatory and one buckled solution

VIb. one oscillatory and two buckled solutions

Figure 4.8. For α = 0.1 and γ = 1.0. Each region indicated with a Roman numeral and demarcated
by the curves of bifurcation points has different stable solutions outlined above. The near-symmetric solution
continuously transitions from a slightly deflected solution to a buckled solution in region I but never experiences
a turning point or bifurcation.

For λ = 0, without damping, the standing cantilever was neutrally stable up until µ =
20.0, where the beam experienced flutter. With a small amount of damping, γ, the beam
experienced flutter at a smaller value of µ, leaving us puzzled by the prospect that damping
had a destabilizing effect on the beam. This important finding was also noted by others in
the literature. However, a more puzzling consequence of our implementation of damping is
that the Hopf bifurcation point is absolutely independent of γ. These puzzling results are
explained in section 4.3.

The series of bifurcation diagrams in Figure 4.4 are used to define the regions in Figure 4.3
by the type of stable solutions which exist. Region I indicates that all solutions tend toward
the standing cantilever fixed point. In Region II, the symmetric fixed point loses stability to
one of the buckled branches depending on the direction of the perturbation. This scenario
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(a) µ = 0.0 (b) µ = 12.63
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(c) µ = 13.6 (d) µ = 15.0

Figure 4.9. α = 0.1. A value characteristic of our entire solution θend is plotted as a function of λ for
a variety of f. The full, dashed, and dotted lines represent stable solutions, solutions with one unstable mode,
and doubly unstable solutions, respectively. A circle and X symbols are used to denote a Hopf bifurcation and
turning point, respectively.

remains true even after the second pitchfork bifurcation point is passed in Region III. The
symmetric and buckled solutions are all stable in Region IV. It should be noted that the
two-parameter plot can be misleading because it contains bifurcations of different solutions
on the same parameter space. In order to correctly interpret Figure 4.3, please view the
one-parameter plots in Figure 4.4. It should also be noted that Regions VI and V do not
have well-defined boundaries in Figure 4.3. Region VI has only oscillatory solutions, while, in
Region V, both steady and oscillatory solutions are stable. LOCA cannot predict the end of
the oscillatory solutions that occurs when the limit cycle has a period which reaches ∞ and
ceases to exist. Time-integration of the governing equations of the motion of the beam is one
way to obtain this boundary.

What happens to the two higher codimension bifurcation points as we unfold them in
α? The authors were unable to locate any work that discussed the unfolding of these higher
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codimension bifurcation points in α. When we deflect the beam slightly (α = 0.0125), we
obtain the two-parameter plot shown in Figure 4.5. We notice that the curve of pitchfork
bifurcations has given rise to two curves of turning points. The quartic bifurcation point has
unfolded into a codimension two bifurcation, where a curve of turning points terminates at
a cusp, and a codimension one bifurcation corresponding to the remaining curve of turning
points. The intersection of the Hopf bifurcation and the pitchfork bifurcation curves has
unfolded into a double zero eigenvalue which marks where the Hopf bifurcation curve intersects
the curve of turning points in Figure 4.5. The effects of unfolding become more pronounced
as we continue to increase the deflection as seen in Figure 4.8. We will briefly highlight some
features of the deflected beam.

With a small deflection, rather than either branched solution being equally possible, sta-
bility appears to be biased toward the direction of the deflection. In fact, the solution in the
direction of the deflection is stable for the deflected case. This bias becomes especially evident
in the bifurcation diagrams shown in Figure 4.6.

Bifurcation diagram Figure 4.6 (a) clearly shows that one stable solution branch connects
the standing cantilever and one of the buckled branches. Buckling in this case is a continuous
transition and is not characterized by a bifurcation. The near-vertical standing cantilever
equilibria become disconnected from the unstable near-standing solution, which is typical of
how a pitchfork bifurcation diagram looks after the symmetry is broken. The second pitchfork
bifurcation mode behaves as expected as well when the symmetry is broken. As we increase
the dimensionless follower force, we arrive at the cusp shown in Figure 4.5. Similar to the
symmetric case, the second turning point moves closer to the stable branches, until the stable
deflected branch merges with the second turning point, leaving a Hopf bifurcation point. By
the time µ = 13 in bifurcation diagram (e), we notice that the Hopf bifurcation point becomes
the first instability the near-symmetric solution experiences.

For larger deflections (α = 0.1), Figure 4.7 shows how the beam actually looks as we
move on the various stable, unstable, and doubly unstable solution branches. Notice that
the solution in the direction of the deflection is stable and clearly favored over the solution
on the turning point branch. The two-parameter plot for the α = 0.1 case is shown in
Figure 4.8. The bifurcation diagrams shown in Figure 4.9 are again revealing. Bifurcation
diagram (a) shows that the solution corresponding to the direction opposing the direction
of the deflection is unfavored and disconnected from the near-symmetric solution. The near-
symmetric solution is initially stable and remains stable even as it becomes more deflected and
loses more symmetry. This stability is due to the continuous nature of the transition from the
near-symmetric solution to what we would consider a buckled solution. As the dimensionless
follower force increases, we notice that the second turning point moves closer to the stable
solution branch. By the time µ = 13.6, the beam can flutter. The beam, however, restabilizes
and continues on the deflected solution branch. The second pair of turning points then merges,
leaving a Hopf bifurcation in its wake.

4.2. The quartic bifurcation point. By applying the theory of normal forms, we can
obtain a one-dimensional equation which can validate the topological behavior of the two-
parameter plots we obtained in the neighborhood of the quartic bifurcation point we noticed
in Figure 4.3. At this point, the beam exhibits symmetry, and, because we are at a transition



MULTIPARAMETER, NUMERICAL STABILITY ANALYSIS 209

between a subcritical and a supercritical pitchfork bifurcation, we can ignore terms of order
greater than five in x (since Fxxx = 0). We will introduce parameters (a, b) such that, at
the quartic bifurcation point, a = b = 0. The one-dimensional equation which represents the
basic topological behavior in the vicinity of a quartic bifurcation point follows:

g(x) = ±x5 + ax3 + bx = 0,(4.1)

where a and b are parameters which we can vary in this equation. This normal form is a
standard example in the work of Golubitsky and Schaeffer [11]. We will choose the sign in
front of the quintic term in (4.1) to be negative because the resulting equation better resembles
the topological behavior in Figure 4.3. The solution, x = 0, corresponds to the symmetric
solution. Furthermore, for any given value of a, b = 0 corresponds to the locus of pitchfork
bifurcation points, where ∂g

∂x(0) = 0. Also notice that, for a < 0, the pitchfork bifurcation
point is supercritical and, for a > 0, the pitchfork bifurcation point is subcritical.

We are interested in seeing if there are any curves of turning points in the neighborhood
of this quartic bifurcation point. By definition, at a turning point, the following is true:

dg

dx
(x) = −5x4 + 3ax2 + b = 0.(4.2)

Neglecting the trivial solution which corresponds to the locus of pitchfork bifurcation points,
we can solve (4.1) and (4.2) to obtain an expression for the locus of turning points near the
quartic bifurcation:

a2

4
+ b = 0, x2 =

a

2
.

A schematic of b as a function of a is given in Figure 4.10. Notice the locus of turning points
comes tangent to the locus of pitchforks and terminates at the quartic bifurcation point. Also
notice that the curve of turning points is actually two curves of turning points which happen
to lie on the same curve in parameter space and correspond to the two different solutions:

x = ±
√
a√
2
. This topological behavior is seen in Figure 4.3.

Figure 4.5 shows how the quartic bifurcation point unfolds when we break the symmetry in
the beam equations. There are two notable features in the unfolding: a curve of turning points
which terminates at a cusp and another curve of turning points nearby. Let us now show that,
when we break the symmetry in the normal form (4.1), we also obtain these features. The
asymmetric normal form follows:

g(x) = −x5 + ax3 + dx2 + bx+ c = 0.(4.3)

We begin by looking for a cusp. When d = 0, the conditions for a cusp can be written as

g(x) = −x5 + ax3 + bx+ c = 0,
dg

dx
(x) = −5x4 + 3ax2 + b = 0,

d2g

dx2
(x) = −20x3 + 6ax = 0.
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b
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turning points
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turning
points

locus of
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Figure 4.10. From the top: A schematic of the locus of turning points near the quartic bifurcation point
and a schematic of the locus of turning points after the symmetry is broken. The top schematic agrees with the
topological behavior in the neighborhood of the quartic bifurcation point in Figure 4.3. The bottom schematic
agrees with Figure 4.5, which shows the unfolding of the quartic bifurcation point.

Solving these equations we obtain a = 5|c|2/5
21/533/5 , b = −37/5|c|2/5

4·21/5 , and x = 32/5|c|2/5
26/5 . Thus, for

each value of c with d = 0, there is one and only one cusp. For d �= 0, we can invoke the
implicit function theorem to conclude that, for small d, this conclusion still holds.

In the symmetric normal form, we noticed that two curves of turning points happened
to lie on the same curve in parameter space. When we break the symmetry, these curves of
turning points split apart in parameter space, as shown in Figure 4.10. One of these curves
terminates at a cusp, and the other is a locus of turning points that continues on and merges
into what used to be the supercritical pitchforks.

4.3. Effect of damping. When γ = 0.0, we noted in section 2.4 that the eigenvalue
problem obtained from linearizing about the standing cantilever fixed point could only predict
neutral stability or instability. In section 4.1, we found that, at µ = 20.0, the beam experiences
flutter. For µ < 20.0, the neutrally stable modes do not necessarily tell us anything about
the stability of the standing cantilever. One would assume that, when we add damping, those
neutrally stable modes would become stable. We noticed numerically, however, that damping
made some of those neutrally stable modes unstable. In addition, we analyzed the effect
damping had on this point of instability by introducing extreme values of damping (γ = 10−5

and γ = 105) and observed that damping had no effect on this point of instability. These
deeply puzzling results are analytically clarified in this section.

By applying the perturbation theory of eigenvalues, we can determine the effect a small
amount of damping would have on the sign of the real part of the perturbation in the eigen-
value. If the real part of the perturbation is positive, then the damped solution becomes
unstable, and, if the real part of the perturbation is negative, then we know the solution will
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become stable. Assuming γ is small, let us introduce the following expansions for this purpose:

φ = φ0 + γφ1,
σ = σ0 + γσ1.

Substituting these expansions into (2.6) and collecting terms up to first-order in γ, we obtain

L(φ1) + σ2
0φ1 = −2σ0σ1φ0,

φ1(0) = φ′
1(0) = 0,

φ′′
1(0) = 0,

φ′′′
1 (1) = σ0φ0(1).

(4.4)

Using Fredholm’s alternative, we can take the inner product of both sides of the first equation
in (4.4) with ψ0, which satisfies the linear operator in (2.8) and the adjoint boundary conditions
in (2.9). Repeatedly integrating this resulting equation by parts, we can then apply the
boundary conditions in φ0 and use the fact that Lψ0 + σ2

0ψ0 = 0 to obtain the following
equation:

ψ0(1)σ0φ0(1) = −2
∫ 1

0
ψ0σ0σ1φ0ds.

Finally, solving for σ1, we obtain

σ1 = − ψ0(1)φ0(1)

2
∫ 1
0 ψ0φ0ds

.(4.5)

When there is no follower force (µ = 0 and hence φ0 = ψ0), σ1 is negative. Therefore, a little
bit of damping stabilizes the standing cantilever when there is no follower force. For small
µ, we would expect σ1 to remain negative since φ0 ≈ ψ0. As we increase µ, we can solve
the purely inviscid problem and keep track of the undamped right and left eigenfunctions to
obtain the point where a small amount of damping makes the standing cantilever unstable.
σ1 changes sign when ψ0(1), φ0(1), or the denominator changes sign. Numerically, we have
identified that ψ0(1) changes sign when µ = 16.0. This important result proves that a point
source of damping destabilizes the beam.

We have shown that an instability occurs for small values of γ at µ = 16.0 and ψ0(1) = 0.0.
However, why does this point of instability hold for all values of γ? How can we explain this
special property of the point source of damping in our model of the beam? Since ψ0(1) = 0
at the point of instability, one of the adjoint boundary conditions in (2.9) becomes

ψ′′
0(1) = 0.

Therefore, both φ0 and ψ0 satisfy all of the boundary conditions for the damped problem at
the point of instability except for φ′′′(1) = σ0(1)φ0(1). We can thus obtain an eigenfunction
which satisfies the damped linear operator and boundary conditions using a linear combina-
tion of the undamped left and right eigenfunctions φ0 and ψ0. Since we can determine an
eigenfunction φd(γ) for the damped linear operator in (2.6) that ensures that the eigenvalue
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remains unchanged as we vary γ, we have proven that the point of instability is independent
of damping. It turns out that this particular linear combination is

φ = φ0 + kγσ0ψ0,

where k = − φ0(1)
µψ′

0(1)
.

We have shown that, as long as a point source of damping is nonzero, damping has no effect
on the Hopf bifurcation point. It should be emphasized that this is an interesting property
of what is most probably a degenerate model and does not hold for distributed damping or
even two point sources of damping for that matter. However, just as we learned a tremendous
amount from the extremely degenerate high codimension bifurcations, we hypothesize that
this degenerate point foretells that distributed damping would have a nominal effect on the
point of instability. Our hypothesis is strengthened by the work of Päıdoussis, who showed
in Table 2 of his paper that the effect external distributed damping had on the critical flow
velocity for the standing cantilever is small [15]. A more physical explanation of why damping
actually destabilizes the beam follows, culminating in a discussion that restates conclusions
made by Benjamin about the physical mechanism behind flutter [4].

4.4. Physical mechanism behind flutter. Let us assume that σ = iω. By construction,
a fixed point of the beam takes the form

x = �(φ1e
iωt),

where φ1 is the eigenfunction of the linear operator appearing in (2.6). The work performed
by the follower force is approximately

W = µ

∫ t

0
u(1)θ(1)dt.

We stated in section 2.4 that, when we linearize about the standing cantilever fixed point, we
obtain a fourth-order differential equation in x, and we used φ1 to denote the eigenfunction.
For small deflections, θ is simply equal to φ′

1 since, in (2.4), x′ = sin(θ). Putting this all
together, u(1) and θ(1) have the following form:

u(1) = �(iωφ1(1)e
iωt),

θ(1) = �(φ′
1(1)e

iωt).

Without loss of generality, we can normalize the eigenfunction φ1 such that

φ1(1) = 1,

φ′
1(1) = Aeiβ,

where A and β are real constants obtained after normalizing the eigenfunction so that φ1(1) =
1. The u velocity and θ in terms of this normalized eigenfunction are

u(1) = −ω sin(ωt),
θ(1) = A cos(ωt+ β),
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so that the work performed by the follower force can be expressed as

W = −µ

∫ t

0
ωA sin(ωt) cos(ωt+ β)dt.

This integral evaluates to zero over a full period, unless β is nonzero. When there is no
damping γ = 0, then φ1 and φ′

1 are real and β is zero. Essentially, there is no energy transfer
from the follower force to the beam when there is no damping. When there is damping, β
becomes nonzero because φ1 and φ′

1 become complex. This energy due to the follower force
is countered by the energy removed from the system by dissipation. At a certain point, the
follower force outweighs the damping mechanism, causing the beam to become unstable. Thus
the beam experiences an instability because the u velocity and θ become more in phase. These
results are consistent with those found by Benjamin [4].

5. Conclusion. As a result of this research, we have outlined the development of a generic
tool for detecting the criticality of a pitchfork bifurcation point. In the future, we will want
to develop this tool for large-scale stability problems. Moreover, because a point source
of damping had no influence on the Hopf bifurcation point, we predicted that distributed
damping would have a nominal effect on stability. We would like to test the validity of this
claim by implementing global damping in future work. In this study, we used α only to unfold
our high codimensional pitchfork bifurcations. Future work may consider α as a continuation
parameter and examine bifurcations in α. We may also wish to identify the saddle-loop
bifurcation curve missing in our two-parameter plot by time-integrating our equations of
motion.
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Attracting Fixed Points for the Kuramoto–Sivashinsky Equation: A Computer
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Abstract. We present a computer assisted proof of the existence of several attracting fixed points for the
Kuramoto–Sivashinsky equation

ut = (u2)x − uxx − νuxxxx, u(x, t) = u(x+ 2π, t), u(x, t) = −u(−x, t),
where ν > 0. The method is general and can be applied to other dissipative PDEs.
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1. Introduction. The goal of this paper is to extend the method of self-consistent a priori
bounds developed in [ZM, Z] for a rigorous study of dynamics of dissipative PDEs. We present
an approach which allows us to show that a given fixed point for a PDE is asymptotically
stable. We apply the method to the Kuramoto–Sivashinsky (KS) equation subject to periodic
and odd boundary conditions

ut = (u2)x − uxx − νuxxxx, u(x, t) = u(x + 2π, t), u(x, t) = −u(−x, t),(1.1)

where ν > 0. While the method will be explained in detail later, we would like to stress here
its basic ingredients, which will also explain how this paper is dependent on [Z] and [ZM] and
what is new here.

The approach starts as in [ZM]:
1. We have to find an approximate attracting fixed point x0 for some Galerkin projection

of (1.1). Then we construct a trapping region around x0 (which is an example of
self-consistent a priori bounds defined in [ZM]) using the algorithm presented in [ZM].
From this we conclude that there exists a fixed point x∗ ∈ R, but we cannot claim its
asymptotic stability.

2. In paper [Z], we obtained estimates for the Lipschitz constants for the flow induced by
the Navier–Stokes equations on two-dimensional torus. Here we adopt this approach
to construct a norm for which the induced flow is a contraction around x∗.

In the present work, for each attracting branch from a nonrigorous steady state bifurcation
diagram presented in [JKT], we picked up a point on it, and we proved that it is attracting.

Below we include some of the attracting steady states we had proved rigorously to exist.
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• ν ∈ 0.75 + [−10−2, 10−2], two stable unimodal fixed points.
• ν ∈ 0.5 + [−10−4, 10−4], two stable unimodal fixed points.
• ν ∈ 0.3 + [−10−4, 10−4], two stable unimodal fixed points.
• ν ∈ 0.125 + [−10−4, 10−4], one stable bimodal fixed point.
• ν ∈ 0.1 + [−10−4, 10−4], one bimodal stable fixed point.
• ν ∈ 0.08 + [−10−6, 10−6], one bimodal stable fixed point. A pair of stable fixed points

close to R3t2 (see [JKT]).
• ν ∈ 0.062+[−10−6, 10−6], two stable trimodal points and two stable points from giant

branch.
• ν ∈ 0.045 + [−10−6, 10−6], ν ∈ 0.04 + [−10−7, 10−7], two stable points from giant

branch.

In the above listing, when we write that, for ν ∈ 0.75+[−10−2, 10−2], we have two stable fixed
points, this means that, for all ν in this interval, these stable fixed points exist. In section 4,
we present an example of a precise theorem about an existence of a fixed point obtained using
our method.

In sections 2 and 3, we present the method in detail, and we prove Theorem 3.8, which
is the main tool in our approach. In section 4, we present an example of a precise theorem,
give an outline of the algorithm, and present numerical data from the proof. In section 5, we
derive various estimates for the KS equation required in the rigorous check of assumptions
of Theorem 3.8. In section 6, we discuss the directions in which this work can be extended
further.

2. Uniform convergence of Galerkin projections on a trapping region. We adopt here
the notation used in sections 4 and 5 in [Z]. Let H be a real Hilbert space. Let e1, e2, . . . form
an orthonormal basis in H.

In what follows, we will quite often denote the elements of H by x, and we hope it will
not be confused with the space variable in (1.1).

Let An : H → R denote a projection onto a one-dimensional subspace 〈en〉; i.e., x =∑
An(x)en for all x ∈ H. By Xn we will denote a space spanned by {e1, . . . , en}. Let Pn

denote the projection onto Xn, Qn = I − Pn.

For x ∈ R
n or x ∈ H, we set |x| to be a standard (Euclidean) norm, |x|∞ = maxi |xi| and

|x|1 =
∑
i |xi|.

We investigate the Galerkin projections of the problem

x′ = F (x) = L(x) + N(x),(2.1)

where L is a linear operator and N is a nonlinear part of F. We assume that the basis e1, e2, . . .
of H is built from eigenvectors of L. We assume that the corresponding eigenvalues λk (i.e.,
Lek = λkek) are ordered so that

λ1 ≥ λ2 ≥ . . . and lim
k→∞

λk = −∞.

Hence L can have only a finite number of positive eigenvalues.

Definition 2.1. Let W ⊂ H and F : dom(F ) → H, W be closed. We say that W and F
satisfy conditions C1, C2, and C3 if the following hold:
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C1. There exists M ≥ 0 such that Pn(W ) ⊂ W for n ≥ M .

C2. Let ûk = maxx∈W |Akx|. Then û =
∑

ûkek ∈ H. In particular, |û| < ∞.
C3. The function x → F (x) is continuous on W , and f =

∑
k fkek, given by fk =

maxx∈W |AkF (x)|, is in H. In particular, |f | < ∞.
Observe that, if Wm ⊂ Xm and {a−k , a+

k } form self-consistent a priori bounds (see [ZM,
Def. 2.1]) for F , then W = Wm ⊕ Π∞

k=m+1[a−k , a
+
k ] and F satisfy conditions C1, C2, and C3.

Definition 2.2. We say that W ⊂ H and F = N + L satisfy condition D if, for any i, j,
the function

∂Ni

∂xj
: W → R(2.2)

is continuous and the following condition holds:

D. There exists l ∈ R such that, for all k = 1, 2, . . .,

1/2
∞∑
i=1

∣∣∣∣∂Nk

∂xi

∣∣∣∣(W ) + 1/2
∞∑
i=1

∣∣∣∣∂Ni

∂xk

∣∣∣∣(W ) + λk ≤ l.(2.3)

The main idea behind condition D is to ensure that Lipschitz constants of flows induced
by Galerkin projections of (2.1) are uniformly bounded. (See the proof of Theorem 13 in [Z]
for more details.)

Definition 2.3. Consider an ODE

x′ = f(x),(2.4)

where x ∈ R
n. The compact set W ⊂ R

n is called a trapping region for (2.4) if, for any
solution x(t) of (2.4), if x(0) ∈ W , then x(t) ∈ W for all t > 0.

The following easy lemma was used throughout this paper as a criterion for a set to be a
trapping region.

Lemma 2.4. Assume that W is a closure of an open set, with a piecewise smooth boundary.
For any x ∈ ∂W , let ν(x) denote an outward normal vector to ∂W .

If, for all x ∈ ∂W , we have ν(x) · f(x) < 0, then W is a trapping region for (2.4).

The following theorem was proved in [Z].

Theorem 2.5 (see [Z, Theorem 13]). Assume that R ⊂ H and F satisfy conditions C1, C2,
C3, and D and that R is convex. Assume that Pn(R) is a trapping region for the n-dimensional
Galerkin projection of (2.1) for all n > M1. Then the following hold.

1. Uniform convergence and existence. For a fixed x0 ∈ R, let xn : [0,∞] → Pn(R) be
a solution of x′ = Pn(F (x)), x(0) = Pnx0. Then xn converges uniformly on compact
intervals to a function x∗ : [0,∞] → R, which is a solution of (2.1), and x∗(0) = x0.
The convergence of xn on compact time intervals is uniform with respect to x0 ∈ R.

2. Uniqueness within R. There exists only one solution of the initial value problem (2.1),
x(0) = x0 for any x0 ∈ R, such that x(t) ∈ R for t > 0.

3. Lipschitz constant. Let x : [0,∞] → R and y : [0,∞] → R be solutions of (2.1); then

|y(t) − x(t)| ≤ elt|x(0) − y(0)|.
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4. Semidynamical system. The map ϕ : R+ ×R → R, where ϕ(·, x0) is a unique solution
of (2.1), such that ϕ(0, x0) = x0, defines a semidynamical system on R; namely,

– ϕ is continuous,
– ϕ(0, x) = x, and
– ϕ(t, ϕ(s, x)) = ϕ(t + s, x).

In the context of this paper, the statement about the Lipschitz constant in Theorem 2.5
is of special importance. We can formulate it as

|ϕ(t, x) − ϕ(t, y)| ≤ elt|x− y|, t ≥ 0,(2.5)

where l is given in condition D and x, y ∈ R.
Assume that we have a trapping region, R, satisfying the assumptions of Theorem 2.5.

The next step is to prove that the induced semiflow is contracting. This may be hard to
achieve in the original norm, but, in section 3, we construct another norm (similar to the
| · |∞-norm) for which we are able to show that (2.5) holds with l < 0 for the steady states for
the KS equation mentioned in the introduction.

3. Diagonalization and construction of a “contracting” norm. As was mentioned in
section 2, we would like to construct a “contracting” norm on trapping region R ( l < 0 in
(2.5)).

3.1. Block decomposition. Our construction will be based on the approximate diagonal-
ization of the matrix ∂F

∂x . We want this matrix to be dominated by diagonal terms. This
is achieved by an approximate diagonalization in case of real eigenvalues. The case of the
complex eigenvalues forces us to consider blocks on the diagonal. We formalize this as follows.

Definition 3.1. A decomposition of H into a sum of subspaces is called a block decomposi-
tion of H if the following conditions are satisfied.

1. H =
⊕

iHi.
2. For every i, hi = dim Hi ≤ hmax < ∞.
3. For every i, Hi = 〈ei1 , ei2 , . . . , eihi 〉.
4. If dim H = ∞, then there exists k such that, for i > k, hi = 1.
For a block decomposition of H, we adopt the following notation, which makes a distinction

between blocks and one-dimensional subspaces spanned by 〈ei〉. For the blocks, we use H(i) =
〈ei1 , . . . eik〉, where (i) = (i1, . . . ik). The symbol Hi will always mean the subspace generated
by ei. For one-dimensional block (i), we adopt the following convention: the only element of
(i) will be denoted by the same letter i.

For a given block decomposition of H and block (i), we set

dim (i) = dim H(i).

For any x ∈ H, by x(i) we will denote a projection of x onto H(i). For any a and (i) =
(i1, . . . , ik), we will say that (i) ≤ a if is ≤ a for all s = 1, . . . , k, and we say that (i) > a if
is > a for all s = 1, . . . , k.

On each component H(i), we will use a norm induced from H. By P(i) we will denote an
orthogonal projection onto H(i). By Lin(H(i), H(j)) we denote a set of all linear maps from
H(i) to H(j) equipped with an operator norm |A| = max|v|=1,v∈H(i)

|Av|.
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We have the following easy lemma.
Lemma 3.2. Assume that we have a block decomposition of H, and let W ⊂ H. If, for

any k, l, the function
∂Fk
∂xl

: W → R

is continuous, then, for every (i) and (j), the map

∂F(i)

∂x(j)
: W → Lin(H(j), H(i)) ≈ R

dim (j)×dim (i)

is continuous.
For any square matrix Q ∈ R

dimH×dimH (a linear map Q : dom(Q) → H) and for any
blocks (i), (j), we define a matrix Q(i)(j) as the matrix corresponding to an induced linear
map Q(i)(j) : H(j) → H(i) given by Q(i)(j)(x) = P(i)(QP(j)x).

3.2. A block-infinity norm for block decomposition. For a fixed block decomposition of
H, we define the norm (the block-infinity norm) by

|x|b,∞ = max
(i)

|P(i)x|.(3.1)

We have the following easy lemma.
Lemma 3.3. Assume that W ⊂ H, W is closed and satisfies condition C2. Then on W the

convergence in the norm | · | is equivalent to the convergence in the norm | · |b,∞; namely, for
any sequence {xn} ⊂ W , |xn − x∗| → 0 if and only if |xn − x∗|b,∞ → 0.

Now we turn to the computation of the logarithmic norm for | · |b,∞.
For any norm ‖ · ‖ on R

n following [HNW], we introduce the notion of the logarithmic
norm of a matrix by the following definition.

Definition 3.4. Let Q be a square matrix; then we call

µ(Q) = lim sup
h>0,h→0

‖I + hQ‖ − 1

h
(3.2)

the logarithmic norm of Q. Definition 3.4 differs slightly from Definition I.10.4 in [HNW]
because, to avoid a question of the existence of the limit in (3.2), we use the lim sup.

By µ(Q) we denote the logarithmic norm induced by the Euclidean norm, and for all other
norms we will use a subscript identifying it.

The following theorem was proved in [HNW].
Theorem 3.5 (see [HNW, Th. I.10.5]). The logarithmic norm is obtained by the following

formulas:

µ(Q) = the largest eigenvalue of 1/2(Q + QT ),(3.3)

µ∞(Q) = max
k


qkk +

∑
i,i�=k

|qki|

 ,(3.4)

µ1(Q) = max
i


qii +

∑
k,k �=i

|qki|

 .(3.5)
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The next lemma tells us how to compute the logarithmic norm induced by the block-
infinity norm.

Lemma 3.6. Assume that we have a block decomposition of R
n; then

µb,∞(Q) ≤ max
(i)


µ(Q(i)(i)) +

∑
(k) �=(i)

|Q(i)(k)|

 .(3.6)

Proof. Since, for any h > 0, (i), and x ∈ R
n, we have

|P(i)(I + hQ)x| =

∣∣∣∣∣∣
(
I(i)(i) + hQ(i)(i)

)
x(i) + h

∑
(j),(j) �=(i)

Q(i)(j)x(j)

∣∣∣∣∣∣
≤
∣∣∣(I(i)(i) + hQ(i)(i)

)
x(i)

∣∣∣+ h
∑

(j),(j) �=(i)

∣∣∣Q(i)(j)x(j)

∣∣∣

≤

∣∣∣I(i)(i) + hQ(i)(i)

∣∣∣+ h
∑

(j),(j) �=(i)

∣∣∣Q(i)(j)

∣∣∣

 |x|b,∞,

then

|(I + hQ)|b,∞ ≤ max
(i)


∣∣∣I(i)(i) + hQ(i)(i)

∣∣∣+ h
∑

(j),(j) �=(i)

∣∣∣Q(i)(j)

∣∣∣

 .(3.7)

From the above equation and the definition of the logarithmic norm, one easily obtains the
assertion of the theorem.

From Theorem 3.5, it follows that, when all blocks are one-dimensional, we have an equality
in (3.6), but observe that this is not true in general as is shown by the following example.

Let n = 4. Consider the blocks (e1, e2), (e3), and (e4) and the matrix

Q =




0 0 1 1
0 0 −1 1
0 0 0 0
0 0 0 0


 .(3.8)

An easy computation shows that

µb,∞(Q) = 2 < max
(i)


µ(Q(i)(i)) +

∑
(k) �=(i)

|Q(i)(k)|

 = 2

√
2.

3.3. Lipschitz constants in block-infinity norm and main theorem . The following theo-
rem has exactly the same proof as Theorem 13 in [Z]. The only difference is that the standard
norm in H is replaced by the block-infinity norm.

Theorem 3.7. Assume that R ⊂ H, R is convex, and F satisfies conditions C1, C2, and
C3. Assume that we have a block decomposition of H such that condition Db holds.
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Db. There exists l ∈ R such that, for any (i) and x ∈ R,

µ

(
∂F(i)

∂x(i)
(x)

)
+

∑
(k), (k) �=(i)

∣∣∣∣∣∂F(i)

∂x(k)
(x)

∣∣∣∣∣ ≤ l.

Assume that Pn(R) is a trapping region for the n-dimensional Galerkin projection of (2.1)
for all n > M1. Then the following hold.

1. Uniform convergence and existence. For a fixed x0 ∈ R, let xn : [0,∞] → Pn(R) be
a solution of x′ = Pn(F (x)), x(0) = Pnx0. Then xn converges uniformly in a max-
infinity norm on compact intervals to a function x∗ : [0,∞] → R, which is a solution
of (2.1) and x∗(0) = x0. The convergence of xn on compact time intervals is uniform
with respect to x0 ∈ R.

2. Uniqueness within R. There exists only one solution of the initial value problem (2.1),
x(0) = x0 for any x0 ∈ R, such that x(t) ∈ R for t > 0.

3. Lipschitz constant. Let x : [0,∞] → R and y : [0,∞] → R be solutions of (2.1); then

|y(t) − x(t)|b,∞ ≤ elt|x(0) − y(0)|b,∞.

4. Semidynamical system. The map ϕ : R+ ×R → R, where ϕ(·, x0) is a unique solution
of (2.1), such that ϕ(0, x0) = x0, defines a semidynamical system on R; namely,

– ϕ is continuous,
– ϕ(0, x) = x,
– ϕ(t, ϕ(s, x)) = ϕ(t + s, x).

The following theorem is the main tool in proving an existence of attracting fixed points.
Theorem 3.8. We use the same assumptions on R,F and a block decomposition of H as in

Theorem 3.7. Assume that l < 0.
Then there exists a fixed point for (2.1), x∗ ∈ R, unique in R, such that, for every y ∈ R,

|ϕ(t, y) − x∗|b,∞ ≤ elt|y − x∗|b,∞ for t ≥ 0,

lim
t→∞ϕ(t, y) = x∗.

Proof. It is enough to prove the existence of x∗ ∈ R such that F (x∗) = 0 because the
uniqueness in R and all other assertions follow directly from the assumption l < 0 and the
Lipschitz constant estimates given in Theorem 3.7.

It is easy to see that, for all n > M1, there exists xn ∈ PnR, a fixed point for the nth
Galerkin projection. Passing to the limit with n (by picking a subsequence eventually), we
obtain x∗ (see [ZM, Thm 2.16] for details).

4. An example of a theorem and a description of an algorithm. In this section, we
present an example of a theorem we prove using our method, give a description of an algorithm,
and provide some numerical data from the proof.

Theorem 4.1. Let

u(x) = −2 (0.711691 sin(x) − 0.123059 sin(2x) + 0.01011 sin(3x)) .

For any ν ∈ 0.75 + [−10−2, 10−2], there exists an equilibrium solution uν(x) to (1.1) such that
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• uν is attracting,
• ‖uν − u‖L2 ≤ 0.104, ‖∂xuν − ∂xu‖L2 ≤ 0.132, and ‖uν − u‖C0 ≤ 0.084.

The attracting fixed point from the above theorem had already been discovered (nonrig-
orously) by Jolly, Kevrekidis, and Titi in [JKT]. In the terminology used there, this is a
unimodal fixed point.

The proof consists of two parts.

1. The first part is a construction of topologically self-consistent a priori bounds (see
Definition 2.11 in [ZM]) for the KS equation, i.e., W ⊂ Xm and {a−k , a+

k }k>m, an isolating
block N ⊂ W with empty exit set. We define a set R given by

R = N ⊕ Π∞
k=m+1[a−k , a

+
k ].(4.1)

From the construction, it follows that Pn(R) is a trapping region for the nth Galerkin projec-
tion of the KS equation for n ≥ m.

From the results in [ZM], it follows that there exists uν ∈ R such that F (uν) = 0.

2. The second part is the computation of l. Now, if l < 0, then from Theorem 3.8 it
follows that uν is attracting.

The method of construction of the tail in self-consistent bounds, i.e., the numbers a±k for
k > m, is described in section 3.3 in [ZM], but the construction of an isolating block N was
not presented there; therefore, we present an outline of this algorithm here.

First, we introduce some notation and fix some terminology. We recall condition C4a from
[ZM]:

C4a. Let u ∈ W ⊕ Π∞
k=m+1[a−k , a

+
k ]. Then, for k > m,

Aku = a+
k ⇒ AkFν(u)) < 0,(4.2)

Aku = a−k ⇒ AkFν(u)) > 0.(4.3)

Definition 4.2. In the context of a block-decomposition of a finite-dimensional space, H =⊕
H(i), we consider a system of differential inclusions, which is a product of inclusions for

each block of the form

x′k ∈ λkxk + (bk, Bk)(4.4)

or a two-dimensional block (k) = (k1, k2),

x′k1 ∈ α(k)xk1 − β(k)xk2 + (bk1 , Bk1),(4.5)

x′k1 ∈ −β(k)xk1 + α(k)xk2 + (bk2 , Bk2).

Let N =
⊕

N(i), where N(i) ⊂ H(i) and

N(i) = [n−
(i), n

+
(i)] if dim(i) = 1,

N(i) = B(0, n(i)) if dim(i) = 2.

We will say that we have an isolation for the (k)-block on N if the following hold:

λkn
+
k + (bk, Bk) < 0, λkn

−
k + (bk, Bk) > 0 if dim(k) = 1.(4.6)
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If dim(k) = 2, we require that

λ(k)n(k) +
√

(bk1 , Bk1)2 + (bk2 , Bk2)2 < 0.(4.7)

The following easy lemma explains why we care for an isolation.
Lemma 4.3. Let a block decomposition of H, set N , and differential inclusions be as in

Definition 4.2. If we have an isolation for all blocks on N , then the set N is a trapping region.
(In particular, it is an isolating block.)

We perform our computations in an interval arithmetic [Mo]. We use the following notation
and conventions.

By arabic letters we denote both single-valued objects like vectors, real numbers, and
matrices and sets of these objects. Sometimes we will use square brackets, for example, [r], to
denote sets. Usually this will be some set constructed in an algorithm. In situations when we
want to stress that we have a set in a formula involving both single-valued objects and sets
together, we would rather use square brackets; hence we prefer to write [S] instead of S to
represent a set. From this point of view, [S] and S are different symbols in the alphabet used
to name variables, and, formally, there is no relation between the set represented by [S] and
the object represented by S. Sometimes both variables [S] and S are used simultaneously;
usually S ∈ [S] in this situation, but this is always stated explicitly.

For a set [S] by [S]I , we denote an interval hull of [S], i.e., the smallest product of intervals
containing [S]. The symbol hull(x1, . . . , xk) will denote an interval hull of intervals x1, . . . , xk.
For any interval set [S] = [S]I , by m([S]) we will denote a center point of [S]I . For any interval
[a, b], we define a diameter by diam([a, b]) = b−a. For an interval vector or an interval matrix
[S] = [S]I , by diam ([S]) we will denote the maximum of diameters of its components. For an
interval [x−, x+], we set right([x−, x+]) = x+ and left([x−, x+]) = x−.

4.1. A detailed outline of an algorithm.
Input data:
• m, M are dimensions describing self-consistent bounds.
• [ν] = ν0 + [−δν, δν] is a range of parameters.
• x0 ∈ R

m such that PmFν0(x0) ≈ 0; this is our candidate for a fixed point.
• ∆ is a parameter defining an initial size of N .

1. An approximate diagonalization of dPmFν0(x0), a generation of new coordinates in
Xm = R

m, and a block decomposition of H. From an approximate diagonalization of dPmFν0(x0),
we obtain new coordinates, which will be called the block coordinates. The coordinates ak will
be referred to as the standard coordinates. The block coordinates are obtained from standard
coordinates through an affine transformation T : R

m → R
m,

T (x) = Tl(x− x0),(4.8)

where Tl ∈ R
m×m.

We define a block decomposition of H =
⊕

(i) Hi such that, for (i) > m, all blocks are
given by H(i) = 〈ei〉; for (i) < m, each block H(i) is an eigenspace of dPmFν0(x0). Com-
plex eigenvalues give rise to two-dimensional blocks and real eigenvalues to one-dimensional
blocks. Eigenvectors from one-dimensional blocks are normalized to a unit length; in a two-
dimensional block, the length of a longer vector from the pair is normalized to one.



224 PIOTR ZGLICZYNSKI

From now on, we will change the norm in H so that the blocks H(i) become orthogonal
and, for two-dimensional blocks, the real and the imaginary parts of a complex eigenvector
are orthogonal.

2. Preparation for the main loop:
• An initialization of variables Iso[k], 1 ≤ k ≤ m. We set Iso[k] = 0. It will later

become true (i.e., equal to 1) if we will have an isolation for the block containing a
kth variable).

• An initialization of our initial guess for N =
⊕

(i)≤mN(i), where N(i) ⊂ H(i). We set

N(i) = [n−
(i), n

+
(i)] = [−∆,∆] if dim(i) = 1,

N(i) = B(0, n(i)) = B(0,∆) if dim(i) = 2.

3. Main loop:
• An initialization of a local variable iso change = 0. The variable iso change tells us

if there is any new isolation for 1 ≤ k ≤ m or if our set N has changed, giving us the
chance that repeating a loop once again will result in a better tail, which may produce
new isolations.

• A computation of W. W = [T−1(N)]I . It is enough to define W as W = T−1(N), i.e.,
the set N in standard coordinates. However, if we evaluate this formula in interval
arithmetics, we obtain the set [T−1N ]I , which is larger than T−1(N) due to round-off
errors and the wrapping effect [Mo].

• A generation of self-consistent tail. Using formulas derived in section 3 in [ZM], for
the current values of W , m, M , we find {a−k , a+

k } such that conditions C1, C2, C3,
and C4a are satisfied on W ⊕ Π∞

k=m+1[a−k , a
+
k ].

In principle, the procedure of generation {a±k } may fail; in this case, we interrupt the
algorithm and return fail.

• A computation of an influence of the tail V = Π∞
k=m+1[a−k , a

+
k ] onto the m-dimensional

Galerkin projection. Using formulas from section 3 in [ZM], we find an interval vector
[ε] ⊂ R

n such that

Pm(Fν(x)) − Pm(Fν(Pmx)) ⊂ [ε] for x ∈ W ⊕ V .(4.9)

Our goal for the next step is to construct an isolating block N for an equation (in fact
a differential inclusion)

x′ ∈ Pm(Fν(x)) + [ε], where x ∈ W .(4.10)

• A transformation of (4.10) to the block coordinates and “an interval diagonalization.”
We transform (4.10) into the block coordinates; as a result, we obtain for ν ∈ ν0 +
[−δν, δν], for one-dimensional blocks (i),

x′i ∈ λi(ν)xi + fi(x) + [ε̃i](4.11)

and, for two-dimensional blocks (i) = (i1, i2),

x′i1 ∈ α(i)(ν)xi1 + β(i)(ν)xi2 + fi1(x) + [ε̃i1 ],(4.12)

x′i2 ∈ −β(i)(ν)xi1 + α(i)(ν)xi2 + fi2(x) + [ε̃i2 ].
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Observe that, since we are using the block coordinates, which diagonalize dPmFPm,
for a small N the values fi(x) for x ∈ N will usually be very small.
For 1 ≤ i ≤ m, we compute an interval (bi, Bi) such that

fi(W ) + ε̃i ⊂ (bi, Bi).(4.13)

Instead of (4.11) and (4.12), we will now consider the equations

x′i ∈ λi(ν)xi + (bi, Bi)(4.14)

and

x′i1 ∈ α(i)xi1 + β(i)xi2 + (bi1 , Bi1),(4.15)

x′i2 ∈ −β(i)xi1 + α(i)xi2 + (bi2 , Bi2),

respectively.
Let us stress that, in our computations, we have uniform bounds for λ(i)(ν), α(i)(ν),
and β(i)(ν). Namely, we have intervals [λ(i)], [α(i)], and [β(i)] such that, for all ν ∈
[ν0 − δν, ν0 + δν], the following hold:

λ(i)(ν) ∈ [λ(i)], α(i)(ν) ∈ [α(i)], β(i)(ν) ∈ [β(i)].

• An isolation for 1 ≤ i ≤ m. First observe that, since we are looking for an attracting
fixed point, then λi < 0 and α(i) < 0 (provided x0 is a good approximation).
For each block, we try to find an isolation as follows: for one-dimensional block (i),
we set

d+
i = right

(
− Bi

[λi]

)
, d−i = left

(
− bi

[λi]

)
.(4.16)

Now if

[d−i , d
+
i ] ⊂ [n−

i , n
+
i ],(4.17)

then an easy computation shows that we have an isolation for the (i)th block.
For two-dimensional blocks (i) = (i1, i2), we set

d(i) = right

(
− B

[α(i)]

)
,(4.18)

where B = right(
√

(bi1 , Bi1)2 + (bi2 , Bi2)2). It is easy to see that we have an isolation
for the (i)th block on N if

n(i) ≥ d(i).(4.19)

If (4.17) holds for one-dimensional block (i), then we set

iso change = 1,

n+
i = d+

i , n−
i = d−i ,

Iso[i] = 1.
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If (4.19) holds for two-dimensional block (i) = (i1, i2), then we set

iso change = 1,

n(i) = d(i),

Iso[i1] = 1, Iso[i2] = 1.

Observe that, with these updates, we achieve the following: if iso change = 1, then
the current set N is a proper subset of the set N at the beginning of the loop. This
guarantees that W and then also [ε] will be smaller in the next iterate. This implies also
that, if in one loop we have an isolation for a block (i), then we will have an isolation
for this block for all following iterations of the loop, and it creates a possibility for
obtaining an isolation for other blocks in the next iterations.

• A verification of an isolation for all blocks. We check if, for all 1 ≤ k ≤ m, Iso[k] = 1.
If this is the case, then we leave the loop because N is the desired trapping region.
Otherwise, we check if iso change = 0. If this is the case, then the algorithm failed.
If iso change = 1, we repeat the loop again.

4. Computation of l: From previous steps, we have a block decomposition of H, a change
of coordinates T , a trapping region N , and a tail [a−k , a

+
k ]k>m.

We compute l using formulas from section 5 on the set W = [T−1(N)]I ⊕ Πk>m[a−k , a
+
k ].

5. Output: We set xc = m(N) (a center point of N ). Let x∗ = T−1xc. x∗ is a center of
a trapping region N expressed in the standard coordinates. We estimate |y − x∗| in various
norms for all y ∈ T−1(N) ⊕ Πk>m[a−k , a

+
k ] (for example, L2, H1 etc.). If l < 0, then we can

conclude that, close to x∗, there exists an attracting fixed point; otherwise, we can claim only
the existence of a fixed point.

End of an algorithm.

4.2. Numerical data from the proof of Theorem 4.1. We have chosen m = 3 and
M = 10. In fact, to complete the full algorithm successfully without checking that l < 0,
i.e., to prove just the existence of a fixed point, it is enough to take m = 2 (see the proof of
Theorem 4.1 in [ZM]), but, in this case, we were unable to verify that l < 0.

Other starting parameters for the algorithm were given by

x0 = (0.712361, −0.12324, 0.0101787),

∆ = 0.03125.

x0 was found by simply integrating forward a three-dimensional Galerkin projection of (1.1).
We tried first ∆ = 10−5 and then ∆ = 5∆ (we multiplied the current value of ∆ by 5) until
we were able to successfully complete the algorithm.

From the approximate diagonalization, we list approximate eigenvalues and several most
significant digits of interval matrixes Tl and T−1

l . Diameters of entries in Tl and T−1
l were

smaller than 10−15.

λ1 ≈ −51.46617, λ2 ≈ −7.7545, λ3 ≈ −0.52575.



ATTRACTING FIXED POINTS 227

We see that, in our block decomposition, we have only one-dimensional blocks.

Tl =


 −0.0090621 0.09949 1.0087

−0.39312 −1.1041 −0.069407
−1.1408 −0.21674 −0.0066056


 ,

T−1
l =


 0.0065846 0.18519 −0.94042

−0.065071 −0.97779 0.33745
0.99786 0.098106 −0.041732


 .

We obtained an isolation for 1 ≤ i ≤ 3 after four iterates of the main loop for the set N
are given by

N = [−3.176878e− 04, 2.272739e− 04] × [−3.618637e− 03, 3.756375e− 03]

×[−2.566221e− 02, 2.711549e− 02].

For l, we have

l < −0.05716.

Below we list some other data obtained in the algorithm. The set W = [T−1(N)]I is given
by

W = [a−1 , a
+
1 ] × [a−2 , a

+
2 ] × [a−3 , a

+
3 ],

[a−1 , a
+
1 ] = 0.711691 + [−0.0255012, 0.0255012],

[a−2 , a
+
2 ] = −0.123059 + [−0.0125283, 0.0125283],

[a−3 , a
+
3 ] = 0.01011 + [−0.00173494, 0.00173494].

In Table 4.1, we list a±k for k > 4.

Table 4.1
Estimates for the intervals [a−k , a

+
k ] representing self-consistent a priori bounds in the proof of Theorem 4.1.

k [a−k , a
+
k ]

4 −6.77647 · 10−4 + [−1.48185, 1.48185] · 10−4

5 3.95994 · 10−5 + [−1.10021, 1.10021] · 10−5

6 −2.14113 · 10−6 + [−7.10907, 7.10907] · 10−7

7 1.09725 · 10−7 + [−4.21541, 4.21541] · 10−8

8 −5.41181 · 10−9 + [−2.35893, 2.35893] · 10−9

9 2.60507 · 10−10 + [−2.10033, 2.10033] · 10−10

10 −1.22454 · 10−11 + [−3.57734, 3.57734] · 10−10

> 10 [−1, 1] · 4176.07/k10

For [ε] = ([ε1], [ε2], [ε3]), we obtained the following numbers:

[ε1] = −1.42733 · 10−5 + [−5.37438, 5.37438] · 10−6,

[ε2] = 0.000342671 + [−0.000107623, 0.000107623],

[ε3] = −0.00294653 + [−0.00074762, 0.00074762].
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After passing to the block coordinates and an interval diagonalization, we obtained on
N ⊕ Πk>m[a−k , a

+
k ]

x′1 ∈ [−0.01608764, 0.01150572] + [−52.28307,−50.65041]x1,

x′2 ∈ [−0.02740801, 0.02844858] + [−7.932687,−7.574724]x2,

x′3 ∈ [−0.01291743, 0.01364734] + [−0.5486830,−0.5033749]x3.

In Table 4.2, we list the computed upper bounds for li on N ⊕Πk>m[a−k , a
+
k ]. It is easy to

see that l = l3 < −0.05716.

Table 4.2
Estimates from above on li from the computation of l in the proof of Theorem 4.1.

k lk
1 -44.76
2 -6.06
3 -0.05716
4 -160.6
5 -425.8
6 -914.7
7 -1726.9
8 -2979.6
9 -4807.8
10 -7364.5

> 10 -10820.7

Observe that the value of l = −0.05716 is close to zero. This is essentially due to the
fact that we wanted to extend as much as possible the parameter interval. If we just choose
ν = 0.75 with the same x0, m, and M , then we obtain l = −0.348938. By increasing m and
M , we can further decrease l up to λ3. For example, for m = 15 and M = 45, we obtained
l = −0.52581.

5. Details for the KS equation. The goal of this section is to derive formulas from which,
for a given block decomposition and trapping region, the constants l(i) for the KS equation
may be computed, thus implementing step 4 of the algorithm of section 4.1.

5.1. The KS equation in Fourier representation. For the KS equation in one space
dimension with periodic and odd boundary conditions, we have the following infinite ladder
of equations for the Fourier coefficients (see [ZM]):

ȧk = Fk(a) = λkak + Nk(a),(5.1)

λk = k2(1 − νk2),(5.2)

Nk(a) = −k
k−1∑
n=1

anak−n + 2k
∞∑
n=1

anan+k.(5.3)

Hence we obtain

∂Ni

∂aj
= 2iai+j for i = j,
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∂Ni

∂aj
= −2iai−j + 2iai+j for j < i,

∂Ni

∂aj
= 2iaj−i + 2iai+j for j > i,

∂Fi
∂aj

= i2(1 − νi2)δij +
∂Ni

∂aj
.

5.2. Coordinate change and block-decomposition. The following lemma does not re-
quire any proof.

Lemma 5.1. Let A : H → H be a linear coordinate change of the form

A : Xm ⊕ Ym → Xm ⊕ Ym,

A(x⊕ y) = Ax⊕ y.

Let F̃ = A ◦ F ◦A−1. (F̃ is F expressed in new coordinates.)

∂F̃i
∂xj

=
m∑

k,l=1

Aik
∂Fk
∂xl

A−1
lj for i ≤ m and j ≤ m,

∂F̃i
∂xj

=
∑
k≤m

Aik
∂Fk
∂xj

for i ≤ m and j > m,

∂F̃i
∂xj

=
∑
l≤m

∂Fi
∂xl

A−1
lj for i > m and j ≤ m,

∂F̃i
∂xj

=
∂Fi
∂xj

for i > m and j > m.

Consider now the KS equation and assume that W = N ⊕ Π∞
k=m+1[a−k , a

+
k ] is a trapping

region representing self-consistent bounds for a fixed point. Let the numbers m < M be as in
conditions C1, C2, and C3, and we assume that a±k = ± C

ks for k > M (as in [ZM]).

Let A ∈ R
m×m be a coordinate change around an approximate fixed point in Xm for the

m-dimensional Galerkin projection of (5.1). This matrix induces a coordinate change in H.
For our purpose, it is optimal to choose A so that the m-dimensional Galerkin projection of
F is very close to a diagonal matrix (or to a block diagonal matrix when complex eigenvalues
are present).

From now on, we will use these new coordinates on H. We also change the norm so that
the new coordinates become orthogonal. We define the splitting of PmH into blocks which
are either two-dimensional (complex eigenvalue) or one-dimensional (real eigenvalue). For the
KS equation, there was no need to consider more complicated situations. For (i) > m, all
blocks are one-dimensional. (These coordinates are not affected by our coordinate change.)

We would like to derive the formula for

l(i) := sup
x∈W

µ

(
∂F̃(i)

∂x(i)
(x)

)
+

∑
(j),(j) �=(i)

sup
x∈W

∣∣∣∣∣∂F̃(i)

∂x(j)
(x)

∣∣∣∣∣ .(5.4)
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We define S(l) by

S(l) =
∑
k≥l

sup
a∈W

|ak|.

We estimate S(l) from above using the following lemma.

Lemma 5.2. Assume that |ak(W )| ≤ C
ks for k > M , s > 1; then

S(l) <
M∑
k=l

|ak(W )| +
C

(s− 1)M s−1
for l ≤ M ,

S(l) <
C

(s− 1)(l − 1)s−1
for l > M.

Proof. Observe that

∞∑
k=l

1

ks
<

∫ ∞

l−1

dx

xs
=

1

(s− 1)(l − 1)s−1
.(5.5)

We set

S(l) =
M∑
k=l

|ak(W )| +
C

(s− 1)M s−1
for l ≤ M ,(5.6)

S(l) =
C

(s− 1)(l − 1)s−1
for l > M.(5.7)

5.3. Formulas for one-dimensional blocks. Observe that, if dim(i) = 1, then
∂F̃(i)

∂x(i)
∈ R;

hence

µ

(
∂F̃(i)

∂x(i)

)
=

∂F̃(i)

∂x(i)
.(5.8)

Lemma 5.3. Assume (i) ≤ m and dim (i) = 1.

sup
x∈W

µ

(
∂F̃(i)

∂x(i)
(x)

)
+

∑
(j) �=(i)

sup
x∈W

∣∣∣∣∣∂F̃(i)

∂x(j)
(x)

∣∣∣∣∣
≤ li := sup

x∈W
∂F̃i
∂xi

(x) +
∑

j �=i,j≤m
sup
x∈W

∣∣∣∣∣∂F̃i∂xj
(x)

∣∣∣∣∣
+ 2

∑
k≤m

k|Aik|(S(m− k + 1) + S(m + k + 1)).

Proof. Observe that, when (j) = (j1, j2) is a two-dimensional block, then we need to

compute the norm of [ ∂F̃i
∂xj1

(x), ∂F̃i
∂xj2

(x)]. It is easy to see that this norm is less than or equal
to ∣∣∣∣∣ ∂F̃i∂xj1

(x)

∣∣∣∣∣+
∣∣∣∣∣ ∂F̃i∂xj2

(x)

∣∣∣∣∣ .
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This means that ignoring the block structure is safe (we have an inequality in the correct
direction); hence we obtain

∑
(j) �=(i)

∣∣∣∣∣∂F̃(i)

∂x(j)
(W )

∣∣∣∣∣ ≤
∑
j �=i

∣∣∣∣∣∂F̃i∂xj
(W )

∣∣∣∣∣ .(5.9)

To finish the proof, it is enough to show that

∑
j>m

∣∣∣∣∣∂F̃i∂xj
(W )

∣∣∣∣∣ ≤ 2
∑
k≤m

k|Aik|(S(m− k + 1) + S(m + k + 1)).(5.10)

Observe that, from Lemma 5.1, it follows that

∑
j>m

∣∣∣∣∣∂F̃i∂xj
(W )

∣∣∣∣∣ ≤
∑
j>m

∑
k≤m

|Aik|2k(|aj−k(W )| + |aj+k(W )|)

=
∑
k≤m

|Aik|2k

∑
j>m

|aj−k(W )| + |aj+k(W )|



=
∑
k≤m

|Aik|2k (S(m− k + 1) + S(m + k + 1)) .

Observe that, from our assumptions about the decomposition of H, it follows that all
blocks (i), such that (i) > m, are one-dimensional.

Lemma 5.4. For m < i ≤ M , we have

sup
x∈W

µ

(
∂F̃(i)

∂x(i)
(x)

)
+

∑
(j),(j) �=(i)

sup
x∈W

∣∣∣∣∣∂F̃(i)

∂x(j)
(x)

∣∣∣∣∣
≤ li = i2(1 − νi2) +

∑
j≤M

sup
x∈W

∣∣∣∣∣∂Ñi

∂xj
(x)

∣∣∣∣∣+ 2i(S(M + 1 − i) + S(i + M + 1)).

Proof. Just as in the proof of Lemma 5.3, we can ignore the block structure here. It is
easy to see that

sup
x∈W

∂F̃i
∂xi

(x) +
∑
j �=i

sup
x∈W

∣∣∣∣∣∂F̃i∂xj
(x)

∣∣∣∣∣ ≤ i2(1 − νi2) +
∞∑
j=1

sup
x∈W

∣∣∣∣∣∂Ñi

∂xj
(x)

∣∣∣∣∣ .(5.11)

Therefore, to finish the proof, it is enough to show that

∞∑
j=M+1

sup
x∈W

∣∣∣∣∣∂Ñi

∂xj
(x)

∣∣∣∣∣ < 2i(S(M + 1 − i) + S(i + M + 1)).(5.12)

We proceed as follows:

∞∑
j=M+1

sup
x∈W

∣∣∣∣∣∂Ñi

∂xj
(x)

∣∣∣∣∣ =
∞∑

j=M+1

sup
x∈W

∣∣∣∣∣∂Ni

∂xj
(x)

∣∣∣∣∣
≤

∞∑
j=M+1

2i(|aj−i(W )| + |ai+j(W )|) ≤ 2i(S(M + 1 − i) + S(M + 1 + i)).
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Lemma 5.5. For (i) > m, we have

sup
x∈W

µ

(
∂F̃(i)

∂x(i)
(x)

)
+

∑
(j) �=(i)

sup
x∈W

∣∣∣∣∣∂F̃(i)

∂x(j)
(x)

∣∣∣∣∣ ≤ li := i2(1 − νi2)

+ 2im(S(i−m) + S(i + 1)) max
k,l=1,...,m

|A−1
kl |

+ 2i(S(i + m + 1) + 2S(1)).

Proof. Just as in the proof of Lemma 5.3, we can ignore the block structure here. It is
easy to see that

sup
x∈W

∂F̃i
∂xi

(x) +
∑
j �=i

sup
x∈W

∣∣∣∣∣∂F̃i∂xj
(x)

∣∣∣∣∣ ≤ i2(1 − νi2) +
∞∑
j=1

sup
x∈W

∣∣∣∣∣∂Ñi

∂xj
(x)

∣∣∣∣∣ .(5.13)

Therefore, to finish the proof, it is enough to show that
m∑
j=1

sup
x∈W

∣∣∣∣∣∂Ñi

∂xj
(x)

∣∣∣∣∣ ≤ 2im(S(i−m) + S(i + 1)) max
k,l=1,...,m

|A−1
kl |,(5.14)

∞∑
j=m+1

sup
x∈W

∣∣∣∣∣∂Ñi

∂xj
(x)

∣∣∣∣∣ ≤ 2i(S(i + m + 1) + 2S(1)).(5.15)

To prove (5.14), observe that

m∑
j=1

sup
x∈W

∣∣∣∣∣∂Ñi

∂xj
(x)

∣∣∣∣∣ =
m∑
j=1

sup
x∈W

∣∣∣∣∣
m∑
l=1

∂Ni

∂xl
(x)A−1

lj

∣∣∣∣∣
≤

m∑
j=1

m∑
l=1

2i(|ai−l(W )| + |ai+l(W )|)|A−1
lj |

≤ 2i
m∑
j=1

(S(i−m) + S(i + 1)) max
k,l=1,...,m

|A−1
kl |

= 2im(S(i−m) + S(i + 1)) max
k,l=1,...,m

|A−1
kl |.

To prove (5.15), we proceed as follows:

∞∑
j=m+1

sup
x∈W

∣∣∣∣∣∂Ñi

∂xj
(x)

∣∣∣∣∣ =
∞∑

j=m+1

sup
x∈W

∣∣∣∣∣∂Ni

∂xj
(x)

∣∣∣∣∣
≤

∑
m<j<i

(2i(|ai−j(W )| + |ai+j(W )|))

+ 2i|a2i(W )| +
∑
j>i

2i(|aj−i(W )| + |ai+j(W )|)

≤ 2i


∑
j>m

|ai+j(W )| +
∑

m<j<i

|ai−j(W )| +
∑
j>i

|aj−i(W )|



< 2i (S(i + m + 1) + 2S(1)) .



ATTRACTING FIXED POINTS 233

The following lemma shows how to handle the case of large i.
Lemma 5.6. If, for some n > m, ln < 0, then

0 > li > lj for i < j, i ≥ n.(5.16)

Proof. From Lemma 5.5, it follows that

li = i((i− νi3) + 2m(S(i−m) + S(i + 1))a + 2(S(i + m + 1) + 2S(1))),

where a = maxk,l=1,...,m |A−1
kl |.

Hence
li = i((i− νi3) + f(i)),(5.17)

where f(i) is a positive decreasing function of i. Since ln < 0, then (n− νn3) < 0 also, and it
is easy to see that the function i → (i− νi3) is decreasing and negative for i ≥ n.

5.4. Formulas for “complex” blocks. The purpose of this subsection is to derive a formula
for l(i) in case of a two-dimensional block from the diagonalization corresponding to a complex
eigenvalue. The main results are summarized in Lemmas 5.8 and 5.9.

Lemma 5.7. Let Q ∈ R
2×2; then (in the Euclidean norm)

|Q| ≤
√
Q2

11 + Q2
12 +

√
Q2

21 + Q2
22.

Proof. Let v = (v1, v2); then

|Qv| ≤ |Q11v1 + Q12v2| + |Q21v1 + Q22v2| ≤
√
Q2

11 + Q2
12|v| +

√
Q2

21 + Q2
22|v|.

Lemma 5.8. If (i) = (i1, i2), then

sup
x∈W

µ

(
∂F̃(i)

∂x(i)

)
≤ max

k=1,2

(
sup
x∈W

∂F̃ik
∂xik

(x)

)
+ sup
x∈W

1/2

∣∣∣∣∣∂F̃i1∂xi2
(x) +

∂F̃i2
∂xi1

(x)

∣∣∣∣∣ .
Proof. The proof is an immediate consequence of Theorem 3.5 and the Gershgorin theorem

(see [QSS, Property 5.2]).
Observe that, from the diagonalization of a block corresponding to a complex eigenvalue,

we obtain
∂F̃(i)

∂x(i)
≈
[

α β
−β α

]
;

hence supx∈W 1/2|∂F̃i1
∂xi2

(x) +
∂F̃i2
∂xi1

(x)| is usually very small.

The following lemma takes care of nondiagonal terms.
Lemma 5.9. If (i) = (i1, i2), (i) ≤ m, then

∑
(j),(j) �=(i)

sup
x∈W

∣∣∣∣∣∂F̃(i)

∂x(j)
(x)

∣∣∣∣∣ ≤
∑

j≤M,j �=i1,i2
sup
x∈W

√√√√(∂F̃i1
∂xj

)2

+

(
∂F̃i2
∂xj

)2

+
∑
l=1,2

∑
k≤m

2|Ail,k|k(S(M + 1 − k) + S(M + 1 + k)).



234 PIOTR ZGLICZYNSKI

Proof. If dim (j) = 1, then

∂F̃(i)

∂x(j)
(x) =

[
∂F̃i1
∂xj

(x),
∂F̃i2
∂xj

(x)

]
.(5.18)

Therefore, we obtain

∣∣∣∣∣∂F̃(i)

∂x(j)
(x)

∣∣∣∣∣ =

√√√√(∂F̃i1
∂xj

(x)

)2

+

(
∂F̃i2
∂xj

(x)

)2

.(5.19)

From Lemma 5.7, it follows that we can ignore the block structure for all blocks different from
(i) and use the above formula for all coordinates.

Therefore, we have

∑
(j) �=(i)

sup
x∈W

∣∣∣∣∣∂F̃(i)

∂x(j)
(x)

∣∣∣∣∣ ≤
∑

j �=i1,i2
sup
x∈W

√√√√(∂F̃i1
∂xj

)2

+

(
∂F̃i2
∂xj

)2

.(5.20)

To finish the proof, it is enough to show that

∑
j>M

sup
x∈W

√√√√(∂F̃i1
∂xj

)2

+

(
∂F̃i2
∂xj

)2

≤
∑
l=1,2

∑
k≤m

2|Ail,k|k(S(M + 1 − k) + S(M + 1 + k)).

To make the notation less cumbersome, we will drop supx∈W from the computations below:

∑
j>M

√√√√(∂F̃i1
∂xj

)2

+

(
∂F̃i2
∂xj

)2

≤
∑
j>M

∣∣∣∣∣∂F̃i1∂xj

∣∣∣∣∣+
∑
j>M

∣∣∣∣∣∂F̃i2∂xj

∣∣∣∣∣ .(5.21)

We have, for l = 1, 2 (observe that il ≤ m),

∑
j>M

∣∣∣∣∣∂F̃il∂xj

∣∣∣∣∣ ≤
∑
j>M

∑
k≤m

|Ail,k|
∣∣∣∣∣∂Fk∂xj

∣∣∣∣∣
=
∑
k≤m

|Ail,k|
∑
j>M

∣∣∣∣∣∂Fk∂xj

∣∣∣∣∣ ≤
∑
k≤m

2k|Ail,k|
∑
j>M

(|aj−k| + |aj+k|)

≤
∑
k≤m

2k|Ail,k| (S(M + 1 − k) + S(M + 1 + k)) .

This finishes the proof.
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6. Conclusions and future work. We have shown that we can prove rigorously the exis-
tence of branches of attracting fixed points for the KS equation with odd periodic boundary
conditions. Below we indicate some further possible developments and applications of the
method:

• a rigorous steady state bifurcation diagram for the KS equation,
• applications of other dissipative PDEs, e.g., Navier–Stokes equations with periodic

boundary conditions on the plane,
• an automatization of generation of formulas for tail (a content of section 5 in this

paper and section 3 in [ZM]) for KS and other equations.
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Development of Standing-Wave Labyrinthine Patterns∗
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Abstract. Experiments on a quasi-two-dimensional Belousov–Zhabotinsky (BZ) reaction-diffusion system, pe-
riodically forced at approximately twice its natural frequency, exhibit resonant labyrinthine patterns
that develop through two distinct mechanisms. In both cases, large amplitude labyrinthine patterns
form that consist of interpenetrating fingers of frequency-locked regions differing in phase by π.
Analysis of a forced complex Ginzburg–Landau equation captures both mechanisms observed for
the formation of the labyrinths in the BZ experiments: a transverse instability of front structures
and a nucleation of stripes from unlocked oscillations. The labyrinths are found in the experiments
and in the model at a similar location in the forcing amplitude and frequency parameter plane.

Key words. labyrinthine patterns, Belousov–Zhabotinsky reaction, complex Ginzburg–Landau equation
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1. Introduction. Labyrinthine patterns occur in a variety of equilibrium and nonequi-
librium systems. Competition between two interacting phases in diblock copolymers [21],
ferrofluids [25], and Langmuir films [25] results in labyrinthine domain patterns of the two
phases at equilibrium. Labyrinths made of superconducting and normal phases are found in
thin films of type-I superconductors [13]. Nonequilibrium labyrinthine patterns are observed
in chemical reaction-diffusion systems with a Turing instability [22] and in bistable reaction-
diffusion systems [14, 17]. Although periodically forced oscillatory systems have been studied
in the context of traveling waves and spiral waves [2, 1, 26, 8], only a few studies have focused
on labyrinthine standing-wave patterns. Labyrinthine patterns have been found in numeri-
cal simulations of the periodically forced Brusselator reaction-diffusion equations [18] and in
numerical solutions of the normal form equation for the oscillation amplitude [1, 23].

Experiments on the periodically forced photosensitive Belousov–Zhabotinsky (BZ) re-
action produce nonequilibrium labyrinthine patterns when the system is forced with time-
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periodic pulses of light that are approximately twice the system’s natural oscillation fre-
quency [24, 18]. In this case, the two phases correspond to two phases of oscillation, each
locked to the time-periodic forcing and shifted by π with respect to one another. We observe
that the standing-wave labyrinthine patterns form in two distinct ways: from a transverse
instability of planar fronts connecting the two phase-locked states or by nucleating stripes
from unlocked oscillating domains. Even though the mechanisms are different, the resulting
patterns in both cases are large amplitude labyrinths.

In this paper, we explain the experimental observations using a normal form equation for
periodically forced oscillatory systems. We demonstrate the two mechanisms for labyrinthine
pattern formation and give criteria for the parameter regions where they act. Since the
mechanisms of labyrinthine pattern formation are found in a normal form equation, these
mechanisms should also be observed in other periodically forced oscillatory systems such as
electro-convection [15].

2. Experimental results. We create chemical labyrinths in a porous membrane (0.4 mm
thick, 22 mm diameter) fed by two reservoirs. Each reservoir contains a subset of the chemical
reactants for the oscillatory photosensitive (ruthenium catalyzed) BZ reaction [18, 24], and
the two reservoirs are in contact with opposite faces of the porous membrane. We force
the reaction externally with spatially homogeneous time-periodic square waves of light. The
patterns form in the membrane as variations in the concentration of the chemical catalyst
Ru(III). The unforced pattern is a rotating spiral wave of Ru(III) concentration. Parametric
forcing with light modulated in intensity at a frequency that is approximately twice that of
the chemical oscillation frequency results in chemical patterns that oscillate once every two
forcing cycles. These patterns, which we call 2:1 resonant patterns, consist of synchronous
domains that oscillate with a relative phase difference of π.

Photobleaching experiments [19] reveal that the membrane supports spatially uniform os-
cillations over a range of chemical concentrations. We conduct our experiments within this
range; thus our experimental conditions are far from the Hopf bifurcation. The labyrinthine
patterns we describe here are 2:1 resonant with the natural frequency (the spatially homoge-
neous oscillation frequency), not the oscillation frequency of the spiral pattern [18].

Different resonant patterns are observed, depending on the forcing frequency ωf and the
forcing strength γ [18]. The region of 2:1 resonant dynamics forms a tongue in the ωf −
γ parameter space [12]. For most parameter values in the tongue, the patterns consist of
irregularly shaped standing-wave domains differing in phase by π. Near the bottom of the
tongue, there are rotating phase-locked spiral waves, and, on one side of the tongue, standing-
wave labyrinthine patterns form [18], as shown in Figure 1. Outside the range of 2:1 resonant
dynamics, patterns are either unlocked or locked at a different resonance.

A useful way to characterize the spatio-temporal patterns is in terms of the complex
Fourier amplitude a(x, y) of a particular mode in the time series of each pixel (x, y) in the
pattern [18]. We look at a(x, y) for the ωf/2 mode, the primary response mode of the pattern.
For each pixel (x, y) in the labyrinthine pattern of Figure 1, a(x, y) is plotted as a black dot
in the Re-Im plane shown in Figure 2(a). The points located at the ends of the “S”-shaped
curve correspond to pixels in one of the two phase-locked domains. The other points are from
the interfaces between domains. The ends of the “S”-shaped curve are π out of phase, which
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Labyrinthine pattern observed in the BZ reaction (pattern sampled every 2
seconds) [movie] [27].
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Figure 1. Resonant labyrinthine pattern in the 2:1 periodically forced BZ reaction. (top) The two images
show the spatial Ru(III) concentration pattern in a 9 mm region of the chemical reactor. Yellow represents
regions of high Ru(III) concentration, and blue represents regions of low concentration. The images are at two
different times separated by one forcing period (21 s). (bottom) A time series from two locations in the top
pattern (marked with “x” and “◦”) shows that the pattern is formed of regions of two different phases separated
by π. The chemical conditions are given in Figure 3.

shows that the phase-shift between the yellow and the blue domains pictured in Figure 1 is
π. The distribution of points in Figure 2(a) as a function of phase angle θ = arg(a(x, y)) is
shown in Figure 2(b). The histogram shows that most of the pattern is in one of the two
phase-locked states, θ = 0 and θ = π, which correspond to the yellow and blue regions in
Figure 1. From this representation of the data, we clearly see that the observed labyrinths
are large amplitude patterns comprised of two phase-locked, π-shifted domains, as opposed to
small amplitude modulations on one or both of the two phases.

The development of labyrinthine patterns by the two mechanisms is shown in Figure 3.
A labyrinth can grow from a transverse instability of a front that separates two phase-locked
domains, as shown in Figure 3(a). A labyrinth pattern can also develop, stripe by stripe, from
an unlocked oscillatory state, as shown in Figure 3(b). The resulting labyrinthine pattern in
Figure 3(b) is similar to the labyrinth shown in Figure 3(a); both patterns consist of standing-
wave domains oscillating with a relative phase-shift of π.

http://epubs.siam.org/sam-bin/getfile/SIADS/articles/39711_01.mpg
http://epubs.siam.org/sam-bin/getfile/SIADS/articles/39711_01.mpg
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Figure 2. (a) The complex Fourier amplitude a(x, y) of the ωf/2 mode corresponding to the labyrinthine
pattern shown in Figure 1, plotted in the Re-Im phase plane. (b) A histogram P (θ) of the phase angle θ = arg(a).
Most of the pattern is locked at one of two phase angles, θ = 0, π.

3. Theoretical analysis. To study the mechanisms by which these chemical labyrinths
form, we model the oscillating BZ chemical reaction as an extended system with a Hopf bifur-
cation to uniform oscillations. Let u be a vector field of chemical concentrations responding at
ωf/2 ≈ ω0, where ω0 is the frequency of the unforced system and ωf is the forcing frequency.
Near a supercritical Hopf bifurcation, the field can be written as

u = u0Ae
iωf t/2 + complex conjugate (c.c.) + · · · ,(3.1)

where u0 is a constant, A is a complex amplitude, and the ellipses denote higher order terms.
The amplitude of oscillation A(x, y, τ) is slowly varying in space and time and is described by
the complex Ginzburg–Landau equation [11, 1, 6, 7]

Aτ = (µ + iν)A + (1 + iα)∇2A− (1 + iβ)|A|2A + γA∗ .(3.2)

The equation has been scaled to its reduced form, where µ is the distance from the Hopf
bifurcation, ν is the detuning (the deviation of ωf from 2ω0), α is a dispersion parameter, and
γ is the forcing amplitude. The term A∗ is the complex conjugate of A and appears from the
addition of 2:1 periodic forcing [11]. To simplify the following discussion, we set β = 0.

When µ > 0, the spatially uniform solution A = 0 is unstable. In the unforced system
(γ = 0), (3.2) has a continuous family of uniformly oscillating solutions

A =
√
µeiντ+iφ0 ,(3.3)

where φ0 is an arbitrary constant phase. Equation (3.2) also has plane wave solutions, but we
do not consider them here. The existence of a continuous family of solutions when γ = 0 is
a consequence of the phase-shift invariance of (3.2), A → Aexp(iφ0), which follows from the
time translation symmetry of the unforced oscillatory system. The forcing term γA∗ restricts
the phase-shift invariance to π phase-shifts. At γ = |ν|, two stable uniform phase-locked
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Labyrinthine pattern formation by transverse front instability (strobed at the pattern
frequency) [movie] [27].
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Labyrinthine pattern formation by nucleation of stripes (strobed at the pattern
frequency) [movie] [27].

Figure 3. Formation of labyrinthine patterns through (top) a transverse front instability and (bottom) a
nucleation of stripes. The patterns are from a region of the BZ reactor, strobed at half the forcing frequency.
Blue (yellow) represents regions of low (high) Ru(III) concentration. (a) γ = 600 W/m2, ωf = 0.273 rad/s.
Reservoir I: 0.22 M malonic acid, 0.046 M KBr03, 0.2 M KBr, and 0.8 M H2SO4; reservoir II: 1.0 mM
Ru(2, 2′ − bipyridine)3 + 2, 0.8 M H2SO4, and 0.184 M KBrO3. The flow rates through each reservoir are 20
ml/h and 5 ml/h, respectively. The reservoir volumes are each 10 ml. (b) γ = 228 W/m2, ωf = 0.300 rad/s.
Reservoir I: 0.22 M malonic acid, 0.2 M NaBr, 0.264 M KBrO3, 0.8 M H2SO4; reservoir II: 0.184 M KBrO3,
1× 10−3 M Tris(2, 2’-bipyridyl)dichlororuthenium(II)hexahydrate, 0.8 M H2SO4. The volume of each reservoir
was 8.3 ml. The flow rate through reservoir I was 20 ml/h; that through reservoir II was 5 ml/h.

solutions are formed in a pair of saddle-node bifurcations on a circle of amplitude |A|. These
solutions describe oscillations at precisely half the forcing frequency, ωf/2, even though for
ν �= 0 the oscillation frequency of the unforced system differs from ωf/2. The phases of the
two solutions differ by π.

To see how these solutions appear, we consider spatially uniform solutions of (3.2) and
write the complex amplitude in a polar form, A = |A| exp (iφ). Using this form in (3.2), we
find

φτ = ν − γ sin(2φ) .(3.4)

In order for (3.1) to describe resonant dynamics, we must look for stationary solutions of (3.4)
(so that u oscillates at ωf/2). Stationary solutions of this equation exist for γ ≥ |ν|:

φ−
S =

1

2
arcsin

(
ν

γ

)
, φ+

S = φ−
S + π ,(3.5)

φ−
U =

π

2
− 1

2
arcsin

(
ν

γ

)
, φ+

U = φ−
U + π ,

where the subscripts S and U refer to stable and unstable solutions, respectively. At γ = |ν|,

http://epubs.siam.org/sam-bin/getfile/SIADS/articles/39711_02.mpg
http://epubs.siam.org/sam-bin/getfile/SIADS/articles/39711_02.mpg
http://epubs.siam.org/sam-bin/getfile/SIADS/articles/39711_03.mpg
http://epubs.siam.org/sam-bin/getfile/SIADS/articles/39711_03.mpg
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the two pairs of solutions, φ−
S , φ

−
U and φ+

S , φ
+
U are born in saddle-node bifurcations, as shown

in Figure 4(a). The condition γ > |ν| defines the 2:1 resonance tongue, where the system’s
frequency is locked to one half of the forcing frequency. The resonance tongue in the ν-γ plane
is shown in Figure 4(b).

0 1 2 3 4 5
0

π

2π

φ

γ

 (a)
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2.5
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 (b)

Figure 4. (a) Bifurcation diagrams showing the formation of the four stationary phase solutions in (3.5)
for fixed detuning (ν = 2) and varying forcing strength γ. The solid (dashed) curves represent stable (unstable)
solutions. (b) The existence range of the phase solutions in (a), γ > |ν|, defines the resonance tongue in the
ν-γ plane (shaded region) inside which the original system responds at half the forcing frequency.

Inside the tongue, front structures form between the two phases φ−
S and φ+

S . At low forcing
γ, the fronts travel, and the domains organize into two-phase spiral waves [1, 9]. As the forcing
is increased, the system goes through a nonequilibrium Ising–Bloch (NIB) bifurcation [2, 8].
For ν = α = 0, the NIB bifurcation point is at γ = µ/3. A numerically computed NIB
bifurcation boundary for nonzero ν and α values is shown in Figure 5(a). Above the NIB
bifurcation, only stationary Ising fronts exist. In the following, we confine ourselves to the
Ising regime well beyond the NIB bifurcation.

When α �= 0, there is a range of parameters in the ν − γ parameter plane where the
Ising fronts are unstable to transverse perturbations. The boundary of this linear transverse
instability can be computed numerically and is shown as the line γT in Figure 5(b).

When γ > γT , the fronts are stable, and domains of the two phases persist for long periods.
For ν < γ < γT , stationary fronts are unstable. Perturbations along the front grow into fingers,
which tip, split, and form labyrinthine patterns, as shown in Figure 6(a). The amplitude of
the labyrinth approaches that of the uniform phase-locked states |A| ∼ (µ+

√
γ2 − ν2)1/2 and

is large because of the large distance µ from the Hopf bifurcation. Note the similarity to the
experimental labyrinth formation shown in Figure 3(a).

Outside the tongue (γ < ν), uniform phase-locked solutions do not exist, but resonant
labyrinthine patterns still persist [23]. The labyrinthine patterns form in a range γN < γ < ν
outside the tongue boundary and, similar to the labyrinths inside the tongue, are characterized
by large amplitudes. This observation can be explained by a coupling of a finite-wavenumber
(Turing) mode to a zero-wavenumber mode [5, 20, 3]. In the present case, the zero-wavenumber
mode has uniform oscillations. In the following, we derive equations for the amplitudes of these
modes and use them to obtain a criterion for the boundary γN .

Consider the dispersion relation associated with perturbations, A ∼ exp(στ − ikx), of the
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Figure 5. (a) The NIB bifurcation boundary (dashed curve) inside the resonance tongue, obtained by
numerical integration of (3.2). Below the boundary, the fronts that connect the two stable phase-locked states, φ−

S

and φ+
S , are traveling Bloch fronts. Above the boundary, the fronts are stationary Ising fronts. (b) A closeup of

the rectangular region indicated in (a) showing the regions where a labyrinthine pattern forms. For ν < γ < γT ,
a labyrinth forms by a transverse front instability, while, for γN < γ < ν, it forms by stripe nucleation from
the unlocked oscillating state. Outside these regions, the dominant pattern is unlocked oscillations (γ < γN ) or
irregularly shaped standing-wave domains with nearly stationary interfaces (γ > γT ). The boundaries γN and
γT are computed from direct numerical solution of (3.2). Parameters: µ = 1, β = 0, α = 0.5.

A = 0 state
σ(k) = µ− k2 +

√
γ2 − (ν − αk2)2.(3.6)

At the codimension 2 point, µ = 0, γ = γc, where

γc =
ν√

1 + α2
,

two modes become marginally stable in a Turing–Hopf bifurcation [16, 4]. That is, the growth
rates, shown in Figure 7, are zero for both a zero-k mode describing uniform oscillations,
k = 0, ω = ω0, and a finite-k mode describing a stationary pattern, k = kc, ω = 0, where
ω = Im(σ) and

k2
c =

να

1 + α2
,

ω0 =
να√

1 + α2
.

To study the coupling of the two modes, we assume |µ| ∼ |d| � 1, where d := γ − γc,
and we consider (3.2) in one space dimension. We then express A in terms of its real and
imaginary parts, A = U + iV , and expand(

U
V

)
=

√
µ

(
U0

V0

)
+ µ

(
U1

V1

)
+ µ3/2

(
U2

V2

)
+ · · · ,(3.7)

where the ellipses denote higher order contributions and(
U0

V0

)
= e0B0 (X,T ) eiω0τ + ekBk (X,T ) eikcx + c.c.(3.8)
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Labyrinthine pattern formation by transverse front instability: [movie] [27].
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Labyrinthine pattern formation by stripe nucleation: [movie] [27].

Figure 6. Formation of labyrinthine patterns in (3.2). Blue and yellow regions are different phases
separated by π. (top) When ν < γ < γT (γ = 2.02), the interface between the phase-locked domains is
transversely unstable, and small perturbations grow and finger. (bottom) Outside the tongue, when γN < γ < ν
(γ = 1.98), the pattern forms by nucleating stripes from the unlocked oscillating state. The stripes are unstable
to the zigzag instability. Other parameters: µ = 1, ν = 2.0, α = 0.5.

Here e0 and ek are the eigenvectors corresponding to the eigenvalues σ(0) and σ(kc), respec-
tively.

The amplitudes B0 and Bk in (3.8) describe weak spatio-temporal modulations of the
(relatively) fast oscillations associated with the zero-k mode and of the strong spatial variations
associated with the finite-k mode. The weak dependence is expressed by the introduction of
the slow variables T = µτ, X =

√
µx.

Inserting the expansion (3.7) into (3.2), solving the linear equations at order µ, and eval-
uating the solvability condition at order µ3/2, we find the amplitude equations

∂TB0 = (µ− iζ)B0 − 4 |B0|2 B0 − (a− ib) |Bk|2 B0 + (1 + iρ)∂2
XB0 ,

∂TBk = ηBk − c1 |Bk|2 Bk − 8 |B0|2 Bk + c2∂
2
XBk ,(3.9)

with the coefficients

ζ = d/α (d = γ − γc) ,

η = µ + ζρ ,

ρ =
√

1 + α2 ,

a = 8ρ(ρ + α) ,

b = 4(ρ + α) ,

http://epubs.siam.org/sam-bin/getfile/SIADS/articles/39711_04.mpg
http://epubs.siam.org/sam-bin/getfile/SIADS/articles/39711_04.mpg
http://epubs.siam.org/sam-bin/getfile/SIADS/articles/39711_05.mpg
http://epubs.siam.org/sam-bin/getfile/SIADS/articles/39711_05.mpg
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Figure 7. The growth rate Re(σ) for perturbations of the A = 0 solution at the codimension 2 point:
µ = 0, γ = γc. Two modes become marginal at this point: a zero-k (Hopf) mode and a finite-k (Turing) mode.
Parameters: µ = 0, ν = 2.0, α = 0.5, γ = γc ≈ 1.8.

c1 = 3a/4 ,

c2 = 2ρ2 .

More details about the derivation of (3.9) will be presented elsewhere.
Equations (3.9) have two families of pure-mode uniform solutions,

B0 =
1

2

√
µe−iζT+iψ1 , Bk = 0 ,(3.10)

representing uniform oscillations, and

B0 = 0 , Bk =
√
η/c1e

iψ2 ,(3.11)

representing stationary periodic patterns, where ψ1 and ψ2 are arbitrary constants. Outside
and close enough to the tongue boundary (γ = ν), both families of solutions are linearly
stable. The family of solutions representing stationary patterns, however, loses stability as γ
is decreased past

γS = γc − µα

4
√

1 + α2
=

ν − µα/4√
1 + α2

.(3.12)

Figure 8 shows the boundary γ = γS as computed from (3.12) and compared with results from
the direct numerical solution of (3.2) in one space dimension. The agreement is good despite
the relatively large value of µ.

The amplitude equations (3.9) also have a mixed-mode family of uniform solutions (B0 �= 0,
Bk �= 0), but these solutions are unstable.

The existence boundary of resonant stripes γ = γS is well below the boundary γ = γN ,
where stripes are observed to nucleate from the unlocked oscillation state. This observation
can be understood by considering front solutions of (3.9) which are biasymptotic to the two
states (0, Bk) and (B0, 0) as x → ±∞. Numerical studies of these equations in the range
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Figure 8. The boundaries γS of stationary stripe patterns and γN of stripe nucleation outside of the
resonance tongue. The line γ = γS was computed using (3.12), and the solid circles represent the numerical
solution of the model equation (3.2). The line γ = γN was computed by direct numerical solution of (3.9).
Stationary stripes are stable between the tongue boundary γ = ν and γS but nucleate from unlocked oscillations
only between γ = ν and γN . When γ < γS, the stripes are unstable to uniform oscillations. The parameter
values are the same as in Figure 5.

γS < γ < ν show the existence of a zero front-velocity line. We identify this line with the
boundary γ = γN . For γ > γN , the stationary stripe state, (0, Bk), invades the uniform
oscillation state, (B0, 0), and in this sense is dominant. In the context of (3.2), this invasion
takes the form of stripe nucleation, as Figure 6(b) shows. The stripes nucleate stripe by stripe
at the boundary of the growing stationary pattern domain. The stripes are also unstable to
transverse perturbations (zigzag instability). Note the similarity to the experimental labyrinth
formation shown in Figure 3(b).

The analysis of the amplitude equations (3.9) also provides the amplitude of the stationary
stripes. The amplitude of the stripes is given by |Bk| =

√
η/c1 (see (3.11)). Far from the

Hopf bifurcation where µ ∼ O(1), |Bk| can be of order unity even at γ = γN . This explains
the large amplitude values of the stationary stripe patterns in the range γN < γ < ν.

4. Conclusions. Both the experiments and the complex Ginzburg–Landau equation pro-
duce nonequilibrium labyrinthine patterns through two different mechanisms: a transverse
instability of fronts between locked states and a nucleation of stripes from an unlocked os-
cillating state. Unlike previous studies of phase-locked labyrinthine patterns, the labyrinths
are not small amplitude patterns modulating one of the phase-locked states [1]. Resonant
labyrinths persist even outside the 2:1 tongue of uniform phase-locked states in the complex
Ginzburg–Landau model, indicating that the boundary for resonant patterns in extended os-
cillating systems need not coincide with that of a single forced oscillator. The large amplitude
of the labyrinths both inside and outside the tongue boundary is a consequence of the large
distance of the system from the Hopf bifurcation.

The labyrinthine patterns are found on only one side of the 2:1 resonance tongue both in
the experiments and in the forced complex Ginzburg–Landau equation. In the experiments,
they are found on the side of the tongue closest to the 3:1 resonance tongue. In (3.2), the side
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of the tongue is determined by the sign of the parameter α.

Similar labyrinthine patterns have been observed in numerical solutions of the forced Brus-
selator reaction-diffusion system [18] but without a description of the underlying mechanism.
Those results show similar features, such as the labyrinths forming in a region on only one
side of the resonance tongue. Since the complex Ginzburg–Landau equation we study is a
generic model, we expect to find the same mechanisms for labyrinthine pattern formation in
other 2:1 resonant oscillatory systems.

Quantitative comparison between the experiment and the model is difficult because the
chemical kinetics and diffusion coefficients are not well known. The parameter values in
a complex Ginzburg–Landau model depend on these quantities. The two mechanisms of
labyrinthine pattern formation are also expected to be found in liquid crystal systems with
dynamics described by (3.2) [10, 9].

Acknowledgments. We thank Hezi Yizhaq, Erez Gilad, and Valery Petrov for helpful
discussions and comments.
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Numerical Bifurcation Analysis for Multisection Semiconductor Lasers∗

Jan Sieber†

Abstract. We investigate the dynamics of a multisection laser implementing a delayed optical feedback ex-
periment where the length of the cavity is comparable to the length of the laser. First, we reduce
the traveling-wave model with gain dispersion (a hyperbolic system of PDEs) to a system of ODEs
describing the semiflow on a local center manifold. Then we analyze the dynamics of the sys-
tem of ODEs using numerical continuation methods (AUTO). We explore the plane of the two
parameters—feedback phase and feedback strength—to obtain a bifurcation diagram for small and
moderate feedback strength. This diagram permits us to understand the roots of a variety of nonlin-
ear phenomena observed numerically and experimentally such as, e.g., self-pulsations, excitability,
hysteresis, or chaos, and to locate them in the parameter plane.

Key words. semiconductor lasers, delayed optical feedback, numerical bifurcation analysis
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1. Introduction. Semiconductor lasers subject to delayed optical feedback show a variety
of nonlinear effects. Self-pulsations, excitability, coexistence of several stable regimes, and
chaotic behavior have been observed in both experiments and numerical simulations [5], [13],
[19], [24], [28]. Multisection lasers allow us to design and control these feedback effects and
permit their application, e.g., in optical data transmission, processing, and recovery [24], [34].

If mathematical modeling is to be helpful in guiding this difficult and expensive design
process, it has to meet two criteria that contradict each other. On one hand, the model should
be accurate, and its parameters should be directly accessible for experimenters. Typically, only
very complex models allow for that, e.g., systems of PDEs.

On the other hand, the modeling should permit insight into the nature of the nonlinear
effects. This is often impossible using only simulations, i.e., performing the experiment at the
computer. Only a detailed bifurcation analysis allows us to find coexisting stable regimes,
unstable objects which are boundaries of coexisting attracting regions, and bifurcations of
higher codimension which are a common source for various nonlinear phenomena. Unfortu-
nately, there exist numerical bifurcation tools only for low-dimensional ODEs [11], [16] and
very restricted classes of PDEs, e.g., delay-differential equations [12].

In this paper, we start from the traveling-wave model [2], [18], [29], which resolves the
light amplitude E within the laser spatially in the longitudinal direction but treats the carrier
density n as a spatially sectionwise averaged quantity. For illustrative purposes, we restrict
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our analysis to a particular multisection laser configuration implementing a classical delayed
optical feedback experiment (see Figure 1). This way, the model has the structure

Ė = H(n)E,

ṅ = ε (f(n) − g(n)[E,E]) ,
(1.1)

where the first equation is a hyperbolic linear system of PDEs for E which is nonlinearly cou-
pled with one scalar ODE for n. This model is particularly well adapted to multisection lasers:
It is sufficiently accurate to keep track of the effects caused by the longitudinal resonator struc-
ture within the laser. On the other hand, the parameter ε is small. This slow-fast structure
permits us to derive analytically low-dimensional systems of ODEs (mode approximations [2],
[5], [34]) which approximate the semiflow on a local center manifold [26], [32]. These ODEs
are accessible for classical numerical bifurcation analysis tools like AUTO. This way we meet
both requirements: we present reasonably complete bifurcation diagrams in the physically
relevant parameters for a theoretically, and numerically [23], justified approximation of the
full system (1.1) of PDEs .

One further remark about the choice of the model: another very popular model for the
investigation of delayed optical feedback effects is the Lang–Kobayashi system [13], [17], [19],
[30], [28]. It also has the structure of (1.1). Hence it can be treated by the model reduction
methods presented in this paper, too. However, we use the traveling-wave model as it fits
better to the setting of a multisection laser.

The outline of the paper is as follows: In section 2, we will describe the traveling-wave
model in more detail and reiterate the theorem of [26] concerning the model reduction to mode
approximations. In section 3, we perform a numerical bifurcation analysis of the single-mode
approximation (a two-dimensional system of ODEs), which is a valid approximation if the
feedback strength is sufficiently small. The primary bifurcation parameters are the feedback
strength η and the feedback phase ϕ. In section 4, we derive an appropriately posed two-
mode approximation (a four-dimensional system of ODEs) in the vicinity of a point where
the critical eigenvalue of H(n) has algebraic multiplicity two. Furthermore, we perform a
numerical bifurcation analysis of this system, thus completing the bifurcation diagram up to
higher levels of feedback. However, this system shows complicated dynamics such that the
bifurcation analysis remains incomplete. In section 5, we give a brief summary and an outlook
to further investigations.

2. The mathematical model.

2.1. The traveling-wave model with gain dispersion. We consider the geometric con-
figuration presented in Figure 1. Let ψ(t) ∈ L

2([0, L]; C2) describe the spatially resolved
complex amplitude of the optical field, which is split into a forward and backward traveling
wave. Let p(t) ∈ L

2([0, L]; C2) be the corresponding nonlinear polarization [4], [25]. Denote
the one-dimensional spatial variable by z ∈ [0, L] (the longitudinal direction in the laser). The
scalar n(t) ∈ R describes the spatially averaged carrier density in the first section S1. Then
the traveling-wave model with gain dispersion [4], [25], [26] poses an initial-boundary-value
problem for ψ, p, and n which reads as follows (see the appendix for the physical interpretation
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S1 S2

Ll20 1
z

n

laser cavity facet

ηe2πiϕ

Figure 1. Geometric configuration for the case of a two-section laser. The DFB section S1

(DFB=distributed feedback, i.e., κ(z) �= 0 in system (2.1)) acts as a laser. Its spatially averaged carrier density
n is a scalar dependent variable. The other section acts as a cavity and provides delayed optical feedback of
strength η and phase ϕ.

and further references):

d

dt
ψ(t, z) = σ∂zψ(t, z) + β(n(t), z)ψ(t, z) − iκ(z)σcψ(t, z) + ρ(z)p(t, z),

d

dt
p(t, z) = (iΩr(z) − Γ(z)) · p(t, z) + Γ(z)ψ(t, z),(2.1)

d

dt
n(t) = I − n(t)

τ
− P [(G(n(t)) − ρ1)(ψ(t), ψ(t))1 + ρ1 Re(ψ(t), p(t))1],

where σ =
(−1 0

0 1

)
, σc = ( 0 1

1 0 ), and ψ satisfies the reflection boundary conditions

ψ1(t, 0) = r0ψ2(t, 0), ψ2(t, L) = rLψ1(t, L),(2.2)

where |r0|, |rL| < 1, and r0rL �= 0. For brevity, we introduced the notation

(ψ,ϕ)1 =

∫ 1

0
ψ(z)∗ϕ(z) dz

for ψ, ϕ ∈ L
2([0, L]; C2) in (2.1).

The coefficients β ∈ C, κ ∈ R, ρ ∈ R, Ωr ∈ R, and Γ ∈ R (ρ ≥ 0, Γ > 0) are sectionwise
spatially constant functions. We refer to their value in section Sk by appending the according
index, e.g., ρ1. Moreover, β1 depends on n in the following way:

β1(n) = β0
1 + (1 + iα1)G(n) − ρ1,(2.3)

where β0
1 ∈ C, Reβ0

1 < 0, and α1 > 0. We assume that G(n) is affine:

G(n) = g1 · (n− 1), where g1 > 0.(2.4)

It is obvious that system (2.1) has the form (1.1), where E = (ψ, p). The linear differential
operator H(n) is defined by

H(n)

(
ψ
p

)
=

(
σ∂z + β(n) − iκσc ρ

Γ iΩr − Γ

)(
ψ
p

)
(2.5)
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and acts from

Y := {(ψ, p) ∈ H
1([0, L]; C2) × L

2([0, L]; C2) : ψ satisfying (2.2)}(2.6)

into X = L
2([0, L]; C4). The coefficients κ, Γ, β(n), Ωr, and ρ are bounded linear operators in

L
2([0, L]; C2) defined by the corresponding coefficients in (2.1). The hermitian form g(n)[E,E]

is defined by

g(n)

[(
ψ1

p1

)
,

(
ψ2

p2

)]
=

∫ 1

0
(ψ∗

1(z), p∗1(z))

(
G(n)−ρ1

1
2
ρ1

1
2
ρ1 0

)(
ψ2(z)
p2(z)

)
dz.

Finally, we define the small parameter ε and the function f(n) in (1.1) by εf(n) = I − n/τ ,
observing that I and τ−1 are of order O(10−2) (see Table 1 and the appendix).

Time t and space z are scaled in system (1.1) such that the speed of light within the device
is 1 and the length of section S1 is 1. Moreover, n is measured in multiples of the transparency
density (the zero of G(n)), and E is scaled such that the factor P in (2.1) is actually ε. In
this scaling, we typically have Γ1 
 1, whereas the real parts of β are of order O(1).

Furthermore, we have κ2 = ρ2 = 0 in the particular situation considered in this paper:
the feedback is nondispersive (see Figure 1 and the introduction). Hence the amount η and
the phase ϕ of the feedback from section S2 can be varied by changing the modulus and the
phase of rL, and we can set β2 = Ωr,2 = Γ2 = 0 without loss of generality.

Remark. Several of the assumptions are made only to simplify the presentation. The
computations presented in this paper can also be done in a more general framework, e.g.,
more sections, other coefficients depending on n, or nonaffine but monotone G(n).

2.2. Model reduction. Under the assumptions of section 2.1, the following statements
hold for the evolution system (1.1) (see [26] for proofs in a more general context).

Theorem 2.1 (existence of semiflow). Let (E0, n0) ∈ V := L
2([0, L]; C4) × R. Then system

(1.1) generates a strongly continuous semiflow S(t, (E0, n0)) in V which depends C∞ smoothly
on its initial values and on all parameters for all t ≥ 0. If E0 ∈ Y , then S(t, (E0, n0)) is a
classical solution of (1.1); i.e., (E(t), n(t)) = S(t, (E0, n0)) is continuously differentiable with
respect to t, and E(t) ∈ Y for all t ≥ 0.

This theorem is a direct consequence of the theory of strongly continuous semigroups [22]
and an a priori estimate exploiting the dissipativity of system (2.1). It guarantees that (1.1) is
indeed an infinite-dimensional dynamical system; i.e., its solutions exist for all positive times.
The next statement investigates the spectrum of H(n) for fixed n and the strongly continuous
group T (t) in X generated by H.

Theorem 2.2 (spectral properties of H(n)). Let

ξ > ξ− := max

{
−Γ1,

1

L
Re

(
β1 +

1

2
log(r0rL)

)}
.

Then X can be decomposed into two T (t)-invariant closed subspaces X = X+ ⊕ X−, where
X+ is at most finite-dimensional and spanned by the eigenvectors and generalized eigenvectors
associated to the eigenvalues of H in the right half-plane {λ : Reλ ≥ ξ}. The restriction of
T (t) to X− is bounded according to

‖T (t)|X−‖ ≤Meξt for t ≥ 0
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in any norm which is equivalent to the X-norm where the constantM depends on the particular
choice of the norm. If κ1 �= 0 or ρ1 > 0, the subspace X+ is nontrivial for sufficiently small
|r0rL|.

Moreover, we know that the eigenvalues of the operator H(n) can be computed as roots
of its characteristic function h(·, n).

Lemma 2.3 (computation of eigenvalues of H(n)). A complex number λ > ξ− is an eigen-
value of H(n) if and only if

0 = h(λ, n) = (ηe2πiϕ−2λl2 ,−1)T1(1;λ, n)

(
r0
1

)
.

Here, we denoted

T1(z;λ, n) =
e−γz

2γ

(
γ + µ+ e2γz(γ − µ) iκ1

(
1 − e2γz

)
−iκ1

(
1 − e2γz

)
γ − µ+ e2γz(γ + µ)

)

for z ∈ [0, 1], where µ = λ− ρ1Γ1(λ− iΩr,1 + Γ1)−1 − β1(n) and γ =
√
µ2 + κ2

1.

If n < 1, all eigenvalues λ of H(n) are in the left half-plane {Reλ < 0}. For increasing n,
finitely many of them will cross the imaginary axis if |r0rl| is small, and κ1 �= 0 according to
Theorem 2.2. Denote the smallest n where q ≥ 1 eigenvalues λ of H(n) are on the imaginary
axis by n0. Typically, the value n0 is referred to as threshold carrier density. Choose ξ < 0 such
that all other non purely-imaginary eigenvalues of H(n0) lie to the left of the line {Reλ = ξ}.
We denote the space X+ of complex dimension q according to Theorem 2.2 by Xc(n), and we
define the spectral projection Pc(n) for H(n) onto Xc(n). Pc(n) depends smoothly on n in a
neighborhood of n0. Let B(n) be a smooth basis of Xc(n).

According to [26], the following local center manifold theorem holds in the vicinity of n0.

Theorem 2.4 (model reduction). Let k > 2 be an integer number, and let C > 0. Let ε0 > 0
be sufficiently small and U be a sufficiently small neighborhood of n0 (depending on C and k).
Define the balls

B = {(Ec, n) ∈ C
q × R : ‖Ec‖ < C,n ∈ U} ⊂ C

q × R and
N = {(E, n) ∈ X × R : ‖E‖ < C,n ∈ U} ⊂ X × R.

Then there exists a manifold C with the following properties:

(i) Representation. C can be represented as the graph of a map from B into N which
maps (Ec, n) ∈ B to (B(n)Ec + εν(Ec, n, ε), n), where ν : B × (0, ε0) → X is Ck with respect
to all arguments. Denote the E-component of C by EX(Ec, n, ε) = B(n)Ec + εν(Ec, n, ε) ∈ X.

(ii) Invariance. C is S(t, ·)-invariant relative to N if ε < ε0.
(iii) Exponential attraction. Let (E, n) be such that S(t, (E, n)) ∈ N for all t ≥ 0. Then

there exists an (Ec, nc) ∈ B such that, for some M > 0,

‖S(t, (E, n)) − S(t, (EX(Ec, nc, ε), nc))‖ ≤Meξt for all t ≥ 0,(2.7)

and ξ < 0 is as defined above.
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(iv) Flow on the manifold. The values ν(Ec, n, ε) are in Y , and Pcν = 0 for all (Ec, n, ε) ∈
B × (0, ε0). The flow on C is differentiable with respect to t and governed by the system of
ODEs

d

dt
Ec = Hc(n)Ec + εa1(Ec, n, ε)Ec + ε2a2(Ec, n, ε)ν,

d

dt
n = εF (Ec, n, ε),

(2.8)

where

Hc(n) = B(n)−1H(n)Pc(n)B(n),

a1(Ec, n, ε) = −B(n)−1Pc(n)∂nB(n)F (Ec, n, ε),

a2(Ec, n, ε) = B−1(n)Pc(n)∂nPc(n)F (Ec, n, ε),
F (Ec, n, ε) = f(n) − g(n) [EX(Ec, n, ε), EX(Ec, n, ε)] .

System (2.8) is symmetric with respect to rotation Ec → Ece
iϕ, and ν satisfies the relation

ν(eiϕEc, n, ε) = eiϕν(Ec, n, ε) for all ϕ ∈ [0, 2π).
This theorem is based on the general results in [6], [7], [8], [33]. We observe that the

term ν(Ec, n, ε) enters EX with a factor ε in front. Hence, ν enters system (2.8) with a
factor of order O(ε2). Consequently, the replacement of ν by 0 is a regular perturbation of
(2.8) preserving the rotational symmetry of (2.8). The approximate system is called mode
approximation and reads

d

dt
Ec = Hc(n)Ec + εa(Ec, n)Ec,

d

dt
n = εF0(Ec, n),

(2.9)

where

Hc(n) = B(n)−1H(n)Pc(n)B(n),

a(Ec, n) = −B(n)−1Pc(n)∂nB(n)F0(Ec, n),
F0(Ec, n, ) = f(n) − g(n) [B(n)Ec, B(n)Ec] .

The matrix Hc(n) is a representation of H(n) restricted to its critical subspace Xc(n) in
some basis B(n). The matrix Hc depends on the particular choice of B(n), but its spectrum
coincides with the critical spectrum of H(n). The term εaEc appears since the space Xc

depends on time t. Any normally hyperbolic invariant manifold (e.g., fixed point, periodic
orbit, invariant torus) that is present in the dynamics of (2.9) persists under the perturbation
O(ε2)ν. Hence it is also present in system (2.8), describing the flow on the invariant manifold
C, and in the semiflow of the complete system (1.1). Furthermore, its hyperbolicity and
the exponential attraction toward C ensure its continuous dependence on small parameter
perturbations.

Remark. System (2.9) still depends on ε. Hence we should investigate how the transversal
Lyapunov exponents depend on ε for any normally hyperbolic invariant manifold found in the
subsequent analysis of (2.9). It was pointed out in [32] that system (2.9) is conservative for
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Table 1
Choice of parameters for the bifurcation diagrams presented in sections 3 and 4.

l1= 1 l2 = 1.136 r0= 10−5 rL= ηe2πiϕ

β0
1=−0.275 β0

2 = 0 κ1= 3.96 κ2= 0
g1= 2.145 g2 =ρ2 = 0 α1= 5 ρ1= 0.44
Γ1= 90 Ωr,1= −20 I =6.757 · 10−3 τ =3.59 · 102

q = 1 at ε = 0. Thus we must expect that the normal hyperbolicity of most objects is of order
o(1) for ε→ 0.

However, we will perform the bifurcation analysis for (2.9) only for one fixed “physically
realistic” ε, checking the eigenvalues of relative equilibria and the Floquet multipliers of mod-
ulated waves numerically.

2.3. Particular choice of parameters. The mode approximations (2.9) derived in section
2.2 permit detailed studies of their long-time behavior since they are low-dimensional ODEs.
The particular form of system (2.9) depends on the number q of critical eigenvalues on the
imaginary axis at the threshold n0. We restrict our interest to cases where the number q of
critical eigenvalues of H is at most 2.

Furthermore, we adjust the relative resonance frequency of the material, Ωr,1, in the
following manner: The solitary section S1 with zero facet reflectivities, gain dispersion, and
feedback, i.e., ρ1 = r0 = rL = 0, is symmetric with respect to reflection. Thus, if H(n) has
the eigenvalue λ + i Imβ1(n), it also has the eigenvalue λ̄ + i Imβ1(n). Typically, a pair of
eigenvalues becomes critical having the frequencies Imλ1,2 ≈ Imβ1(n0) ± κ1. The frequency
region (Imβ1−κ1, Imβ1+κ1) is usually referred to as the stopband of the active section. Hence
the solitary section S1 can have on-states (i.e., rotating-wave solutions, relative equilibria of
(1.1)) at both ends of the stopband. We break the reflection symmetry by choosing ρ1 > 0
and Ωr,1 outside of the stopband frequency region. Then the slope of the gain curve (see
the appendix) favors frequencies closer to Ωr,1 such that the solitary active section S1 has a
distinct stable on-state at the threshold n0.

We choose the feedback phase and strength as our primary bifurcation parameters and use
numerical continuation methods [11] to explore the bifurcation diagram in the two-parameter
plane keeping all other parameters fixed according to Table 1. We can do so by varying the
absolute value η and the phase ϕ of rL := ηe2πiϕ, setting β2 = 0 without loss of generality.
This is in contrast to the experiments, where β2 is varied by changing the current in the
feedback section, but rL is kept fixed. Hence the experimenters cannot vary the parameters
ϕ and η independently in a continuous manner.

In order to obtain the coefficients of (2.9), we have to compute the critical eigenvalues,
their corresponding eigenvectors, and the adjoint eigenvectors.

The critical eigenvalues are roots of the characteristic function h of H(n) defined in
Lemma 2.3. We include n, η, and ϕ as parameters to emphasize that the eigenvalue λj

depends on them (see section 2.2):

0 = h(λj , n, η, ϕ) = (ηe2πiϕ−2λj l2 ,−1)T1(1;λj , n)

(
r0
1

)
.
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The eigenvector vj = (ψj , pj) corresponding to λj and its adjoint v†j = (ψ†
j , p

†
j) are defined

up to a scaling by (see [3], [34] for the adjoint)

(
ψj

pj

)
=

(
T (z, 0;λj , n) ( r0

1 ) ,
Γ

λj−iΩr+ΓT (z, 0;λj , n) ( r0
1 )

)
,

(
ψ†

j

p†j

)
=



(
ψ̄j,2

ψ̄j,1

)
ρ
Γ

(
p̄j,2

p̄j,1

)

 .(2.10)

In (2.10), T (z, 0;λj , n) = T1(z;λj , n) if z ≤ 1, and

T (z, 0;λj , n) =

(
e−λjz 0

0 eλjz

)
T1(1;λj , n) if z ≥ 1.

3. The single-mode case.

3.1. Definition of the system. First, we consider the generic case, where a single eigen-
value λ of H(n) is on the imaginary axis (q = 1) at n = n0. Since we have chosen the
configuration of the active section S1 such that it has only one stable on-state at η = 0, this
model is certainly valid for sufficiently small η in the vicinity of n0. Since λ is uniformly
isolated, it depends smoothly on n and all parameters. The basis B(n) is the eigenvector
v = (ψ, p) associated to λ, and the projection B(n)−1Pc(n) is the corresponding adjoint
eigenvector v†. The term a in (2.9) vanishes if we scale v and v† such that

(
v, v†

)
= 1 for all

n under consideration. Moreover, we can decouple the phase of the complex quantity Ec in
(2.9) due to the rotational symmetry of the system. Hence we have to analyze a system for
S = |Ec|2, n, and λ which reads as follows:

Ṡ = 2 Re(λ)S,(3.1)

ṅ = ε (I1 − n−R(λ, n, ϕ, η)S) ,(3.2)

0 = h(λ, n, ϕ, η),(3.3)

where ε = τ−1, I1 = Iτ , and the coefficient R is defined as follows:

R(λ, n, ϕ, η) = [G(n) − ρ1 + Reχ1(λ)](ψ,ψ)21

(see the appendix for the definition of χ).
On-states are equilibria of (3.1)–(3.3), whereas periodic solutions of (3.1)–(3.3) represent

quasi-periodic solutions of (2.9). This type of modulated rotating-wave solution is typically
referred to as self-pulsation. Several analytic and computational results have been obtained
previously about the existence regions of self-pulsations and their synchronization properties
using the single-mode approximation [2], [3], [5], [31], [34].

System (3.1)–(3.3) is a differential-algebraic equation (DAE). Its inherent dynamical sys-
tem is two-dimensional. Standard numerical continuation software such as, e.g., AUTO [11]
is not able to treat DAEs directly. However, we can easily convert (3.1)–(3.3) to an equivalent
explicit system of ODEs by changing (3.3) to

λ̇ = −∂nh(λ, n, ϕ, η)ṅ+ c · h(λ, n, ϕ, η)

∂λh(λ, n, ϕ, η)
(3.4)
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f Fold of limit cycle
Hj Hopf bifurcation

stable
unstable

f1.4

nmax

1.3

0 ϕ 1

H1

H2

Figure 2. Bifurcation diagram for η = 0.1. We report the n-component for the on-state and the maximum
of the n-component for the periodic solutions.

if λ is an isolated simple root of h. For sufficiently large c > 0, (3.1), (3.2), and (3.4) is
a four-dimensional ODE which has a stable invariant manifold defined by h = 0. On this
invariant manifold, the flow is identical to the flow of (3.1)–(3.3). The transformation of (3.3)
to (3.4) is sometimes referred to as Baumgarte regularization [10].

Remark. There should exist a curve md in the parameter plane (ϕ, η) which bounds the
range of validity of the single-mode model in the following sense: the function λ(n) defined
implicitly by (3.3) has a discontinuous derivative ∂nλ(n) along some line n = nmd in the phase
plane for (ϕ, η) ∈ md, i.e., ∂λh(λ(n), n, ϕ, η) = 0 (λ is a double root of h). Hence we expect
the continuation of families of periodic orbits or equilibria to fail if it crosses the curve md.

3.2. The bifurcation diagram. We explore the dynamics numerically in the two-parameter
plane (ϕ, η), choosing the other parameters according to the example presented in [35] (see
Table 1). The procedure is as follows: First, we choose a very small feedback level η = 0.1
and report the smallest n0 such that H(n0) possesses an eigenvalue on the imaginary axis for
ϕ = 0, i.e., h(·, n0, 0, η) has a purely imaginary root. This is n0 = 1.316194 for the parameter
situation outlined in Table 1. The corresponding root of h is λ = −1.632607i. We consider
only this eigenvalue λ of H and its eigenvector ψ in (3.3) in this section. There exists an
equilibrium with S = (I1 − n0)/R(λ, n0, 0, η) and n = n0. In the next step, we report on how
this equilibrium changes its location in phase space and its stability under variation of ϕ (see
Figure 2). Note that the location of the equilibrium coincides exactly with the location of the
corresponding rotating-wave solution of the complete system (1.1).

Adding η as a free parameter, we compute the curve of Hopf points and the curve of
saddle-nodes (folds) of limit cycles in the two-parameter plane (ϕ, η) (see the full bifurcation
diagram Figure 4). The saddle-node curve of limit cycles and the Hopf curve meet at a
stable generalized Hopf point GH1 [14]. Both ends of the Hopf curve meet at the point
MD = (ϕ0, η0). The point MD is situated on the curve md. Moreover, the equilibrium of
system (3.1)–(3.3) is situated on the line n = nmd for the parameters (ϕ0, η0). We refer to it
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Figure 3. Bifurcation diagram at η = 0.2. We report the n-component for the on-state and the maximum
of the n-component for the periodic solutions. The family of periodic orbits is discontinuous at md.

as an equilibrium with mode degeneracy as λ is an eigenvalue of H(n) of algebraic multiplicity
2. We explore the vicinity of this equilibrium using the two-mode approximation in section 4
since the number q of critical eigenvalues of H(n) is 2 near MD.

Starting from one of the Hopf points at η = 0.2, we draw another one-dimensional bi-
furcation diagram, keeping η = 0.2 fixed but varying ϕ. The numerical result is shown in
Figure 3.

The line of equilibria has folded twice at F1 and F2 in saddle-node bifurcations. The family
of periodic orbits starting from H2 is stable and ends in a homoclinic bifurcation at h2. The
family of periodic orbits starting from H1 is unstable and collides with a stable branch in the
saddle-node bifurcation of limit cycles f . Continuing the stable branch of periodic solutions
starting from f , we approach a discontinuity of system (3.1)–(3.3) at md. Hence there is no
continuous family of periodic orbits between h1 and f .

In the last step, we continue the saddle-node points F1 and F3 and the homoclinic orbit1

h2, varying both parameters, η and ϕ. Figure 4 shows the complete two-parameter bifurcation
diagram, and Figure 5 shows the corresponding symbolic phase portrait sketches. We note
that the two saddle-node bifurcations observed in Figure 3 emanate from a cusp bifurcation
at CU in Figure 4. Moreover, the curve of homoclinic bifurcations in the (ϕ, η)-plane starting
from h2 at η = 0.2 turns back to η = 0.2 at h1 (see Figure 3). Along this curve, the approach
of the homoclinic orbit toward the saddle changes (see Figure 5): There is a parameter path
of central saddle-nodes on closed orbits between two noncentral saddle-nodes on closed orbits
(NC1–NC2). The region 6 in the vicinity of the central saddle-node on a closed orbit is a
classical excitability scenario [15].

Remark. The approximation of homoclinic orbits by periodic orbits of large periods is

1Actually, we continued periodic orbits of a fixed large period.
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Figure 4. Bifurcation diagram in the two-parameter plane (ϕ, η). Codimension 2 bifurcations are marked
by black points and labels. GH refers to a generalized Hopf bifurcation, CU to a cusp bifurcation, and NC to a
noncentral saddle-node on a closed orbit. MD is an equilibrium where ∂λh = 0 in (3.4). The family of periodic
orbits is discontinuous along the dashed line because ∂λh(λ, n) becomes zero on the periodic orbits.

1 2 3 4

5 6 7

5–6 2–6 6–7

S

n

saddle-node

unstable

stable

Figure 5. Symbolic phase-portrait sketches for the regions 1 to 7 of Figure 4. In addition, we display the
global bifurcations between the regions 2, 5, 6, and 7. Black points symbolize stable equilibria, and white points
are unstable equilibria. If an unstable equilibrium is a saddle, we sketch the stable and unstable manifolds. The
additional arrows show the behavior of the vector field. The S − n coordinate cross gives a rough orientation.

very accurate if the equilibrium is a saddle with eigenvalues distant from the imaginary axis.
However, the order of approximation is worse in the vicinity of homoclinics to saddle-nodes.
For this reason, we have used the HOMCONT part of AUTO to compute the points NC1 and
NC2. HOMCONT utilizes projection boundary conditions to approximate the homoclinic
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orbit [9], [11].
The continuation of the curve of homoclinic bifurcations in the plane (ϕ, η) ends at some

distance after (above) the point NC2 in Figure 4, where the homoclinic orbit approaches a
point in the phase plane where λ is degenerate.

The curve of homoclinic bifurcations, the Hopf curve, and the saddle-node curve in
Figure 4 approach each other and become tangent at MD. However, this does not imply
the presence of a Takens–Bogdanov bifurcation since the model is discontinuous in the vicin-
ity of MD. Indeed, the Hopf frequency along the Hopf curve increases toward MD.

Remark. Figure 5 assumes completeness of the bifurcation diagram Figure 4. The problem
of completeness of Figure 4 is not investigated here. There may be additional nested pairs
of stable and unstable limit cycles. See, e.g., [21], [32] for a treatment of the single-mode
laser as a perturbation of a conservative oscillator of order O(

√
ε). In [25], a result about the

uniqueness of the stable limit cycle is obtained by imposing conditions on the shape of the
coefficients λ and R in system (3.1), (3.2).

4. The two-mode case—unfolding of the mode degeneracy in the parameters ϕ and
η.

4.1. Definition of B(n) and Pc(n)—elimination of the absolute phase. In this section,
we explore in detail the neighborhood of MD from Figure 4, completing the bifurcation
diagram for larger feedback levels η. Let n0 be a threshold carrier density, where H(n0) has
a dominating eigenvalue λ of algebraic multiplicity 2 on the imaginary axis. An n0 of this
type exists, e.g, in the point MD = (ϕ0, η0) of the parameter plane (ϕ, η) (see Figure 4).
Hence the complex dimension q of the critical subspace Xc is 2, and the real dimension of the
invariant manifold C is 5 (see section 2.2). In order to obtain the coefficients of system (2.9),
we have to construct a basis B(n) and a projector Pc(n) which depend smoothly on n, and
the bifurcation parameters η and ϕ in the vicinity of n0, ϕ0, and η0.

Let λ1 and λ2 be the two roots of h(·, n, ϕ, η) which coincide and are situated on the
imaginary axis if n = n0, ϕ = ϕ0, and η = η0. We denote the corresponding eigenvectors
(ψj , pj) by vj and the adjoint eigenvectors by v†j (j = 1, 2). The vectors vj and v†j are defined

in (2.10). Hence vj and v†j depend analytically on λj .
We introduce the quantities

θ :=
1

2
(λ1 + λ2), µ :=

1

4
(λ1 − λ2)2

and define the basis B = [u1, u2] by

u1 =
v1 − v2

λ1 − λ2
, u2 =

1

2
(v1 + v2).(4.1)

θ and µ depend smoothly on n, ϕ, and η in the vicinity of the degeneracy MD. The vectors
u1 and u2 do not change if we permute the eigenvalues λ1 and λ2. Moreover, they are smooth
with respect to n, ϕ, and η and uniformly linearly independent around the degeneracy point.
We denote the ψ-component of uj by ξj (j = 1, 2). The representation of H in the basis B
reads

Hu1 = θu1 + u2, Hu2 = µu1 + θu2.(4.2)
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Hence the representation of H with respect to the basis B is smooth in the degeneracy point.
Furthermore, we define the following functionals for x ∈ L

2([0, L]; C4) and y ∈ L
2([0, L]; C2):

P1x =
1

2

[
λ1 − λ2

(v†1, v1)
(v†1, x) +

λ2 − λ1

(v†2, v2)
(v†2, x)

]
, P2x =

(v†1, x)

(v†1, v1)
+

(v†2, x)

(v†2, v2)
,

Θ1y = (G(n) − ρ1 + χ1(λ1))(ψ1, y)1, Θ2y = (G(n) − ρ1 + χ1(λ2))(ψ2, y)1,

Q1y =
Θ1y − Θ2y

λ̄1 − λ̄2
, Q2y =

1

2
(Θ1y + Θ2y) .

(See the appendix for the definition of χ1.) P1 and P2, as well as Q1 and Q2, are not affected
by a permutation of λ1 and λ2. Since Pjuk = δjk, the functionals Pj depend smoothly on n
and are uniformly linearly independent around the degeneracy. We define

Pcx = [P1x]u1 + [P2x]u2.

Using these definitions of B and Pc, system (2.9) reads as follows (Ec = (x1, x2) ∈ C
2):

ẋ1 = θ(n)x1 + µ(n)x2 − ṅ(P1(n)∂nu1(n)x1 + P1(n)∂nu2(n)x2),

ẋ2 = x1 + θ(n)x2 − ṅ(P2(n)∂nu1(n)x1 + P2(n)∂nu2(n)x2),(4.3)

ṅ = ε
[
I1 − n− Re

(|x1|2Q1ξ1 + |x2|2Q2ξ2 + x̄1x2Q1ξ2 + x̄2x1Q2ξ1
)]
.

Finally, we observe that we can eliminate the absolute phase of the vector (x1, x2) due to the
rotational symmetry of system (4.3). We introduce the quantities

r = |x1|2 − |x2|2 (r ∈ R), ζ = x̄1x2 (ζ ∈ C).

Using r and ζ, we can recover the quantities

|x1|2 =
1

2
(
√
r2 + 4|ζ|2 + r), |x2|2 =

1

2
(
√
r2 + 4|ζ|2 − r).

Hence system (4.3) has a four-dimensional subsystem for r, ζ, and n which reads as follows:

ṙ = 2 Re
(
b11|x1|2 − b22|x2|2 + (b12 − b̄21)ζ

)
,

ζ̇ = b21|x1|2 + b̄12|x2|2 + (b̄11 + b22)ζ,

ṅ = ε
[
I1 − n− Re

(|x1|2Q1ξ1 + |x2|2Q2ξ2 + ζQ1ξ2 + ζ̄Q2ξ1
)]
,

(4.4)

where the functions bij(r, ζ, n) are defined as

b11(r, ζ, n) = θ(n) − ṅP1(n)∂nu1(n), b12(r, ζ, n) = µ(n) − ṅP1(n)∂nu2(n),

b21(r, ζ, n) = 1 − ṅP2(n)∂nu1(n), b22(r, ζ, n) = θ(n) − ṅP2(n)∂nu2(n).

The quantities Pi∂nuj depend on n, µ, and θ and can be computed by the chain rule:

Pi∂nuj = Pi(∂nθ∂θ + ∂nµ∂µ + ∂n)uj .
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Figure 6. Bifurcation curves of Figure 4 recomputed in the (ϕ, η)-plane using model (4.4), (4.5). The
one-dimensional bifurcation diagrams of Figures 8 and 9 have been obtained along the horizontal dotted lines.
This diagram should be compared to Figure 4. Along the curve of homoclinic bifurcations, the points SCj mark
changes of saddle quantities. FH marks a fold-Hopf interaction (see text and Figure 7).

The functions θ(n) and µ(n) are given only implicitly by the root curves of h(·, n). We
introduce θ and µ as new variables satisfying the differential equations

θ̇ =
1

2
(λ̇1 + λ̇2), µ̇ =

1

2
(λ̇1 − λ̇2)(λ1 − λ2)(4.5)

in order to put the system in a form that is recognized by AUTO. In (4.5), the equations for
λ̇j are constructed in the same manner as in (3.4). Assembling (4.4) and (4.5), we obtain a
system of dimension 8, where all coefficients depend smoothly on n, ϕ, and η. This system
has a four-dimensional uniformly attracting invariant manifold, where θ = θ(n) and µ = µ(n).
We restrict our bifurcation analysis to this invariant manifold.

4.2. The bifurcation diagram 2. We explore the (ϕ, η)-plane in the same manner as in
section 3. First, we redraw the curves of the single-mode bifurcation diagram Figure 4 in the
plane (ϕ, η) in Figure 6. We observe that the curves are in good quantitative agreement for
smaller η. The curve of the folds even coincides exactly. Notable differences are as follows.

1. The curve of the folds of limit cycles does not connect to the Hopf curve in a generalized
Hopf point GH2 in Figure 6, but it turns toward larger η undergoing a sequence of cusps.

2. In Figure 6, the Hopf curve and the fold curve meet each other in FH in a fold-
Hopf interaction of type “s = 1, θ < 0” according to [16]. A small neighborhood of FH in
parameter space is depicted in Figure 7. The time must be reversed compared to [16] since
the torus bifurcation in Figure 7 is supercritical. We observe that the equilibrium with mode
degeneracy is no longer a special point except that it is situated on the fold curve.

The curve of homoclinic bifurcations depicted in the single-mode bifurcation diagram
Figure 4 can be continued in both directions for increasing η. However, the characteristic
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Figure 7. Local (incomplete) bifurcation diagram in the vicinity of the fold-Hopf interaction FH in the
(ϕ, η)-plane. There is a 1 : 2 resonance at the point 1 : 2. The dotted line has not been actually computed. It is
inserted in the picture to simplify the identification of the appropriate fold-Hopf interaction type in, e.g., [16].

quantities of the linearized system at the saddle change along the line (see Figure 6): At
SC1, we have three leading stable eigenvalues. For higher η, a complex pair of eigenvalues
becomes dominant in the negative half-plane, turning the homoclinic orbit into a saddle-
focus homoclinic connection. Denote the real part of this complex pair of eigenvalues by σs

and the real part of the (real) unstable eigenvalue by σu. Between SC1 and SC2, we have
ν := −σu/σs < 1.

At SC2, the saddle becomes neutral, i.e., ν = 1, and, at SC3, we have ν = 2. Shilnikov’s
theorems [16] imply that there is one stable limit cycle in the vicinity of the homoclinic
bifurcation before SC2, i.e., along NC1–SC2 and NC2–SC2, but there are infinitely many
limit cycles in the vicinity of the homoclinic bifurcation after SC2. Furthermore, infinitely
many of these limit cycles are stable between SC2 and SC3. We observe that one end of the
curve of homoclinic bifurcations approaches the fold-Hopf interaction FH in an oscillatory
manner (see the curve of homoclinic bifurcations in Figure 7).

We must reach the upper end HC of the curve of homoclinic bifurcations (see Figure 6)
before the saddle having the homoclinic connection undergoes a subcritical Hopf bifurcation.
At the point HC, there is a heteroclinic connection between the saddle and the small Hopf
cycle which is also of saddle type (two unstable and one stable Floquet multipliers).

Figure 6 gives a complete overview concerning the equilibria of system (4.4), (4.5), i.e.,
their number, the number of their stable and unstable directions, and their local bifurcations.
In order to get more information about the periodic orbits and global bifurcations, we draw
one-dimensional bifurcation diagrams varying ϕ at η = 0.3 (see Figure 8) and η = 0.4 (see
Figure 9 (a)) by continuing the periodic orbits from the Hopf bifurcations.

In Figure 8, we observe that the family of periodic orbits emerging at the saddle Hopf point
undergoes a sequence of folds and period doublings approaching a homoclinic connection to a
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Figure 8. Bifurcation diagram for η = 0.3 for a part of the full phase period for ϕ. We report the n-
component for the on-state and the maximum of the n-component for the periodic solutions. The arrow points
to the saddle approached by the homoclinic h. This saddle is of focus-focus type. Only the first period doublings
and folds are reported.

focus-focus. Parts of the family are stable according to Shilnikov’s theorems [16] because the
linearization at the focus-focus has a negative saddle value; i.e., the real part of the unstable
eigenvalues is smaller than the modulus of the real part of the stable eigenvalues.

In Figure 9 (a), the two Hopf points are connected by a “small bridge” of periodic solutions
undergoing a torus bifurcation at t. We observe that both Hopf points are close to the point
X, where the saddle equilibrium and the former node equilibrium have equal n-component. At
X, there are two eigenvalues of H(n) with different imaginary parts on the imaginary axis in
the equilibria. The periodic orbits between H1 and H2 have an angular velocity corresponding
approximately to the difference between these two eigenvalues. Typically, this type of self-
pulsation is called mode beating or mixed-mode self-pulsation; see [13] and references therein.
These oscillations are of great interest because their frequency can be of order O(1) in our
scaling. In our case, the angular velocity of the oscillations increases from 0.2 for η = 0.2 to
0.4 for η = 0.6 along the channel between the two Hopf curves in Figure 6 which corresponds
to frequencies between 11 and 22 GHz.

The family of periodic orbits emerging from the homoclinic bifurcation (the red curve
of Figure 6) is now disconnected from the family of equilibria. It folds several times and
approaches a transversal homoclinic intersection of a periodic orbit. We have depicted this
end of the family enlarged in Figure 9 (b) and (c). Figure 9 (d) displays how a typical periodic
orbit close to the homoclinic intersection looks.

Adding η as a free parameter, we continue the homoclinic bifurcations, the first period
doublings and folds of limit cycles of Figure 8, and the torus bifurcation of Figure 9 in two
parameters. The resulting bifurcation curves are depicted in Figure 10. We observe the
following.
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Figure 9. Bifurcation diagram for η = 0.4. Diagram (b) shows the framed region enlarged. In (a) and (b),
we report the n-component for the on-state and the maximum of the n-component for the periodic solutions. In
(c), we report the period for the family approaching a transversal homoclinic intersection. (d) shows a projection
of the phase portrait of one of the periodic orbits.

1. The curve of homoclinic bifurcations forms a closed loop. The stable eigenvalues
become real for smaller η: There are focus-focus to saddle-focus transitions at SC1 and SC2

in Figure 10. However, the saddle value is negative along the whole loop. Hence there are
infinitely many stable periodic orbits in the vicinity of the loop of homoclinics.

2. The curve of period doublings forms a closed loop. It meets the torus bifurcation
curve starting from the fold-Hopf interaction FH and the torus bifurcation curve passing t in
Figure 9 in 1 : 2 resonances (see Figures 7 and 10). There are infinitely many other period
doubling curves in the vicinity of the loop of homoclinics.

3. The curve of folds of limit cycles ends in an unstable generalized Hopf bifurcation
[14] at GH2 in one direction. There are infinitely many curves of folds of limit cycles in the
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Figure 10. Location of the homoclinic, period doubling, and torus bifurcation. The Hopf curve and the
saddle-node curve are also drawn for orientation. (b) shows the framed region enlarged. The vicinity of the
fold-Hopf interaction FH is shown in Figure 7. The curve of folds of limit cycles is partially obscured by the
period doubling curve due to its proximity (see, e.g., Figure 8).

vicinity of the loop of homoclinic bifurcations.

5. Conclusions—outlook. In this paper, we performed a numerical bifurcation analysis
for a system of ODEs describing delayed optical feedback phenomena in a semiconductor
laser with short cavity. We constructed the model analytically in advance by reducing the
traveling-wave model with gain dispersion [4], [25], a singularly perturbed system of PDEs,
to a local center manifold [26], [32]. The bifurcation parameters were the phase ϕ and the
strength η of the delayed optical feedback.

In the first step, we analyzed the single-mode dynamics for small η, observing Hopf insta-
bilities and two fold curves of the equilibria. The single-mode self-pulsations emerging at the
Hopf bifurcation typically have an angular velocity of order O(

√
ε) or less as they approach

a homoclinic bifurcation (see the region bordered by the dashed gray line in Figure 11). A
certain part of the homoclinic is actually a closed orbit to a saddle-node, implying excitability
[15] in the vicinity of the homoclinic bifurcation (see the yellow region in Figure 11).

In the second step, we extended our analysis to the neighborhood of the mode degeneracy
point MD detected in the single-mode analysis using an appropriately posed two-mode system
(a system of ODEs of dimension 4). We observed that there is a fold-Hopf interaction close
to the point MD in the (ϕ, η)-plane and that the homoclinic orbits change into saddle-focus
connections for larger η, implying complicated dynamics according to Shilnikov’s theorems.
Furthermore, we found another type of self-pulsation often referred to as mode beating or
mixed-mode self-pulsation [13] (see light gray region in Figure 11). The angular velocity of
the mixed-mode oscillations is related to the difference of the imaginary parts of two crit-
ical eigenvalues of H. Hence it can be of order O(1), which makes this type of oscillation
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Figure 11. Bifurcation diagram in the (phi, η)-plane—overview. The bifurcations of codimension 2, marked
by black points and labels, are explained in detail in sections 3.2 and 4.2. Some regions of interest for practical
applications are pointed out in particular.

particularly interesting for applications.

In addition, we detected a torus bifurcation of the mixed-mode self-pulsations that ends
in a strong 1 : 2 resonance. The period doubling bifurcation crossing this strong resonance is
only the first one in an infinite sequence accumulating to a curve of homoclinic bifurcations
of focus-focus type. Again, Shilnikov’s theorems imply the existence of stable complicated
dynamics in the vicinity of these homoclinic bifurcations. Figure 11 assembles all pictures
concerning the (ϕ, η)-plane.

In summary, the map in the (ϕ, η)-plane (see Figure 11) shows the roots and borders of
many delayed optical feedback phenomena observed experimentally and numerically [24], [35].
The diagram contains points (e.g., the fold-Hopf interaction and the strong resonance) and
curves (e.g., homoclinic connections to saddle-foci or foci-foci) which imply the presence of
complicated dynamics. Hence the diagram remains incomplete. However, several phenomena
of particular practical interest have been detected and precisely located, e.g., single-mode and
mixed-mode self-pulsations and excitability.

In the future, we will investigate other interesting experimental configurations (e.g., dis-
persive feedback, active feedback). Moreover, we will study some of the bifurcations of codi-
mension 2 of Figure 11 in more detail and compare the bifurcation diagrams to simulation
results for the complete PDE system (1.1). Moreover, it is interesting to note that first ex-
aminations of the Lang–Kobayashi system using the methods outlined in this paper lead to
bifurcation diagrams of the same structure. This points to the mode degeneracy of H(n),
which is common to both models as the organizing center. Hence it is worth studying the
normal form for laser equations close to a mode degeneracy proposed by [32] in detail.
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Figure 12. Shape of the Lorentzian 2Reχ(iω) for ω ∈ R and visualization of its parameters (see Table 2).

6. Appendix. Physical interpretation of the traveling-wave equations—discussion of
typical parameter ranges. System (2.1) is well known as the traveling-wave model describing
longitudinal dynamical effects in semiconductor lasers (see [4], [18], [29] for further references).
Results of numerical simulations have been presented in [2], [3], [4], [5], [24].

The quantities ψ and p describe the complex optical field E in a spatially modulated
waveguide:

E(Jr, t) = E(x, y) · (ψ1(t, z)eiω0t−i π
Λ

z + ψ2(t, z)eiω0t+i π
Λ

z).

The complex amplitudes ψ1,2(t, z) are the longitudinally slowly varying envelopes of E. The
transversal space directions are x and y, the longitudinal direction is z, and Jr = (x, y, z). For
periodically modulated waveguides, Λ is the longitudinal modulation wavelength. The central
frequency is ω0/(2π), and E(x, y) is the dominant transversal mode of the waveguide.

The equation Ė = H(n)E for an uncoupled waveguide (κ = 0), a monochromatic light-
wave in the forward direction eiωtψ1(z), and a constant carrier density n imply a spatial shape
of the power |ψ1|2 according to

∂z|ψ1(z)|2 = (2 Reβ(z) + 2 Reχ(iω, z))|ψ1(z)|2,(6.1)

where

χ(iω, z) =
ρ(z)Γ(z)

iω − iΩr(z) + Γ(z)
.(6.2)

2 Reχ(iω, z)) is a Lorentzian intended to fit the gain curve of the waveguide material (see
Figure 12). Hence Ė = HE produces gain dispersion; i.e., the spatial growth rate of the wave
eiωtψ(z) depends on its frequency ω. The variable p(t, z) reports the internal state of the
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Table 2
Ranges and explanations of the variables and coefficients appearing in (2.1)–(2.4). See also [4],

[27] to inspect their relations to the originally used physical quantities and scales.

Typical range Explanation

ψ(t, z) C
2 optical field,

forward and backward traveling wave

i · p(t, z) C
2 nonlinear polarization

for the forward and backward traveling wave

n(t) (n,∞) spatially averaged carrier density in section S1

Imβ0
k R frequency detuning

Reβ0
k < 0, (−10, 0) decay rate due to internal losses

αH (0, 10) negative of line-width enhancement factor

g1 ≈ 1 differential gain in S1

κk (−10, 10) real coupling coefficients for the optical field ψ

ρk [0, 1) ρk is maximum of the gain curve

Γk O(102) half width of half maximum of the gain curve

Ωr,k O(10) resonance frequency

I O(10−2) current injection in section S1

τ O(102) spontaneous lifetime for the carriers

P (0,∞) scale of (ψ, p) (can be chosen arbitrarily)

r0, rL C, |r0|, |rL| < 1 facet reflectivities

gain filter. See [4], [27] for more details. The Lorentzian gain filter is also used by [1], [18],
and [20]. Since the coefficients ρ, Γ, and Ω are supposed to be spatially sectionwise constant,
χ(λ, z) = χ1(λ) for z in section S1.

The equation for ṅ in (2.1) is a simple rate equation for the spatially averaged carrier den-
sity. It accounts for the current I, the spontaneous recombination −n/τ , and the stimulated
recombination. See Table 2 for typical ranges of the quantities.
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Higher Order Modulation Equations for a Boussinesq Equation∗

C. Eugene Wayne† and J. Douglas Wright†

Abstract. In order to investigate corrections to the common KdV approximation to long waves, we derive
modulation equations for the evolution of long wavelength initial data for a Boussinesq equation.
The equations governing the corrections to the KdV approximation are explicitly solvable, and we
prove estimates showing that they do indeed give a significantly better approximation than the
KdV equation alone. We also present the results of numerical experiments which show that the
error estimates we derive are essentially optimal.
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1. Introduction. Modulation, or amplitude, equations are approximate, often explicitly
solvable, model equations derived—usually through asymptotic analysis and the method of
multiple time scales—to model more complicated physical situations. Although these equa-
tions have been used for over a century, only lately has there been an attempt to rigorously
relate solutions of the modulation equations to the original physical problem. In particular,
through the work of Craig [8], Kano and Nishida [13], Kalyakin [12], Schneider [21], Ben
Youssef and Colin [1], and Schneider and Wayne [22], [23], the validity of Korteweg-de Vries
(KdV) equations as a leading order approximation to the evolution of long wavelength water
waves and to a number of other dispersive partial differential equations has been established.

While the KdV approximation is extremely useful due to its simplicity and the fact that the
KdV equation can be explicitly solved by the inverse scattering transform, both experimentally
and numerically one observes departures from the predictions of the KdV equation. Our goal
in this paper is to derive modulation equations which govern corrections to the KdV model.
In the present paper, we will not work with the full water wave problem but rather will study
modulation equations for long wavelength solutions of the Boussinesq equation:

θtt − θxx = (θ2)xx + θttxx,
x ∈ R, t ≥ 0, θ(x, t) ∈ R.

(1.1)

Our motivation for studying this equation is twofold. First, the Boussinesq equation was
originally derived as a model equation for water waves, and, as our ultimate goal is to derive
corrections to the KdV approximation to water waves, we regard the study of (1.1) as a useful
first step in understanding the much more complicated water wave situation. We note that
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Schneider’s analysis of the KdV approximation for (1.1) in [21] served as a template for the
analysis of the water wave problem in [22].

Our second justification for deriving second order modulation equations for (1.1) is that
these modulation equations serve as a sort of normal form for more complicated PDEs, and
as such we expect that the modulation equations which describe corrections to the KdV
approximation to (1.1) will govern corrections to the KdV approximation in more complicated
situations as well. Thus the results on existence, uniqueness, and other properties of the
modulation equations we derive in this paper should also be of use in more complicated
situations that we plan to treat in the future.

We now describe in more detail our results. It is convenient to rewrite (1.1) as a system
of two first order equations. As in [21], we introduce new variables

u(x, t) =
1

2
(θ(x, t)− λ−1θt(x, t)),

v(x, t) =
1

2
(θ(x, t) + λ−1θt(x, t)),

(1.2)

where λ is a skew-symmetric multiplication operator in Fourier space defined by λ̂u =
(ik/

√
1 + k2)û. Note that, for λ−1θt to be well defined, we must have θ̂t(0, t) = 0. That

is, the average value of θt should be zero. We note that, if θ(x, t) is a solution of (1.1), we
have that the average value of θt(x, t) is a constant of the motion. Thus, if the initial condition
for θt has zero average, θ̂t(0, t) = 0 will remain zero for all time. Furthermore, as discussed in
[21], assuming that the initial condition θt(x, 0) has zero average is not unnatural considering
the origin of (1.1). Thus we will make that assumption so that the change of variables (1.2)
is well defined.

Taking time derivatives of u and v, we find

∂t

(
u
v

)
=

( −λ 0
0 λ

)(
u
v

)
+
1

2

( −λ(u+ v)2
λ(u+ v)2

)
.(1.3)

Not only is (1.3) convenient from a mathematical point of view, but, as we shall see, u
and v have the physical interpretation of being the left and right moving parts of the solution.

We turn now to the assumptions on the initial conditions of (1.3). The KdV equation is
an approximation of small amplitude and long wavelength motions, and thus we will assume
that the initial conditions of (1.1) are of this form. More precisely, fix a constant CI > 0 and
assume the following.

Hypothesis 1. There exist U0, V0 with

max
{‖U0‖Hσ(4)∩Hσ+9 , ‖V0‖Hσ(4)∩Hσ+9

}
< CI

such that the initial conditions of (1.3) are of the form

u(x, 0) = ε2U0(εx), v(x, 0) = ε2V0(εx),

where ε is small, and σ will be fixed in the statement of the main theorems.
Here, Hσ(m) = {f |(1 + x2)m/2f ∈ Hσ}. The norm on this weighted Sobolev space is

given by ‖f‖Hσ(m) = ‖(1 + x2)m/2f‖Hσ . We use these spaces because we are interested in
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solutions which are in some (weak) sense “localized.” In particular, any small perturbation of
the known soliton solutions to the KdV equation will satisfy this localization property.

Remark 1. We can, of course, recover the initial conditions for (1.1) from Hypothesis 1
via (1.2), and we see that the initial conditions expressed in the θ variables are also of small
amplitude long wavelength form.

According to the KdV approximation results of [21], long wavelength solutions of (1.1)
split into two pieces—one a right moving wave train and one a left moving wave train. Each
of these wave trains evolves according to a KdV equation, and there is no interaction between
the left and right moving pieces. One might expect two types of corrections to such an
approximation:

• corrections due the fact that the left and right moving wave trains will interact at a
higher order,

• corrections due to the fact that, even in the case of a purely right (or left) moving
wave train, solutions to the Boussinesq equation are not exactly described by solutions
to the KdV equation.

Both of these types of corrections are apparent in our results, and, in fact, the corrections
to the KdV approximation are a sum of solutions of two types of modulation equations—an
inhomogeneous transport equation and a linearized KdV equation which can be seen (roughly
speaking) as reflecting these two sources of corrections.

To incorporate these two types of corrections, we add to the KdV wave trains, which we
denote by U and V (since they represent the leading terms in u and v, respectively), additional
functions A and B and F and G. These functions then satisfy the modulation equations

∂TU =− 1

2
∂3
X−U − 1

2
∂X−U

2,

∂TV =
1

2
∂3
X+
V +

1

2
∂X+V

2,

(1.4)

∂τA+ ∂XA =− 1

2
∂X+V

2(X + τ, ε2τ)− ∂X
(
U(X − τ, ε2τ)V (X + τ, ε2τ)

)
,

∂τB − ∂XB = 1

2
∂X−U

2(X − τ, ε2τ) + ∂X
(
U(X − τ, ε2τ)V (X + τ, ε2τ)

)
,

(1.5)

and

∂TF =− ∂X−(UF )−
1

2
∂3
X−F + J

1,

∂TG = ∂X+(V G) +
1

2
∂3
X+
G+ J2,

(1.6)

where T = ε3t, τ = εt, X = εx, and X± = X ± τ .
The first of these pairs of equations is simply the KdV approximation. The second and

third pairs give rise to the corrections to the KdV approximation. We note that the terms J1

and J2 which appear in (1.6) are inhomogeneous terms which are made up of a combination
of sums and products of the solutions to (1.4), (1.5), and their derivatives (see (2.8)–(2.9)).
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There is some freedom in how we choose the initial data for the modulation equations.
For simplicity, we assume that U(X, 0) = U0(X) and V (X, 0) = V0(X) and choose zero initial
data for (1.5) and (1.6), i.e., A(X, 0) = B(X, 0) = F (X, 0) = G(X, 0) = 0.

That the KdV equation has solutions for all times with initial data of the type described
is well known. In particular, one has the following theorem (see [22]).

Theorem 1.1. Let σ ≥ 4. Then, for all C0, T0 > 0, there exists C1 > 0 such that, if U , V
satisfy (1.4) with initial conditions U0, V0, and

max{‖U0‖Hσ(4)∩Hσ+9 , ‖V0‖Hσ(4)∩Hσ+9} < C0,(1.7)

then

sup
T∈[0,T0]

{‖U(·, T )‖Hσ(4)∩Hσ+8 , ‖V (·, T )‖Hσ(4)∩Hσ+8

}
< C1.(1.8)

On the other hand, it is less clear that solutions of (1.5) and (1.6) will remain bounded
over the very long time scales necessary for the KdV approximation. Thus the first significant
technical result of this paper is the following proposition.

Proposition 1.2. Fix T0 > 0 and σ > 21/2. Suppose that U0, V0 satisfy (1.7) and U , V ,
A, B, F , and G satisfy (1.4)–(1.6); then there exists a constant C2 such that the solutions of
(1.5) and (1.6) satisfy the estimates

sup
τ∈[0,T0ε−2]

{‖A(·, τ)‖Hσ−3 , ‖B(·, τ)‖Hσ−3} ≤ C2,

sup
T∈[0,T0]

{‖F (·, T )‖H̃ , ‖G(·, T )‖H̃} ≤ C2,

where H̃ = Hσ−5 ∩Hσ−9(2).
With this preliminary result in hand, we can now state our principal result.
Theorem 1.3. Fix T0, CI > 0, and σ ≥ 13. Suppose U , V , A, B, F , and G satisfy (1.4)–

(1.6). Then there exist ε0 > 0 and CF > 0 such that, if the initial conditions for (1.3) satisfy
Hypothesis 1, then, for ε ∈ (0, ε0), we have that the unique solution ū to (1.3) satisfies

‖ū(·, t)− w̄(·, t)‖Hσ−13×Hσ−13 ≤ CF ε11/2

for t ∈ [0, T0ε
−3], where

w̄(x, t) = ε2
(
U(X−, T )
V (X+, T )

)
+ ε4

(
A(X, τ) + F (X−, T )
B(X, τ) +G(X+, T )

)
.

Given this result and the change of variables (1.2), we can immediately rewrite this ap-
proximation theorem in terms of the original variables. Define

θapp(x, t) = ε2
(
U(ε(x− t), ε3t) + V (ε(x+ t), ε3t))

+ ε4 (A(εx, εt) +B(εx, εt))

+ ε4
(
F (ε(x− t), ε3t) +G(ε(x+ t), ε3t)) .
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Corollary 1.4. Fix T0, CI > 0, σ ≥ 13. Suppose U , V , A, B, F , and G satisfy (1.4)–
(1.6). Then there exist ε0 > 0 and CF > 0 such that, if the initial conditions for (1.3) satisfy
Hypothesis 1, then, for ε ∈ (0, ε0), the unique solution θ(x, t) to (1.1) satisfies

‖θ(·, t)− θapp(·, t)‖Hσ−13 ≤ CF ε11/2

for t ∈ [0, T0ε
−3].

Remark 2. The initial conditions for (1.1) are obtained from those of (1.3) simply by
inverting the transformation (1.2).

Remark 3. In Schneider’s paper [21], he proves a similar theorem which shows that the Hs

error made in approximating (1.3) by the KdV equations alone is of O(ε3).

The remainder of the paper is devoted to the proof of Theorem 1.3 and Proposition 1.2.
In the next section, we give a formal derivation of (1.4)–(1.6). In section 3, we study the
existence of solutions to (1.5) and (1.6) and prove Proposition 1.2. Section 4 is the technical
heart of the paper and contains the proof of Theorem 1.3. The proof follows the general
approach for justifying modulation equations laid out in [14], but controlling the higher order
approximation requires fairly extensive technical modifications. In section 5, we present the
results of a variety of numerical computations related to Corollary 1.4. These computations
give insight into several aspects of the second order approximation. First, it allows us to
estimate how large the values of ε0 and CF in Corollary 1.4 are. They also show that the
order of ε in the error estimates (i.e., 11/2) is apparently optimal. Finally, in the concluding
section, we discuss other work on second order corrections to the KdV approximation, both
rigorous and nonrigorous, and how it relates to our own results.

2. Formal derivation of the modulation equations. One can derive from (1.3) a system
of KdV equations via the method of multiple time scales—this was done in [21], for example.
We extend that calculation in this section to include the approximating equations for the next
order correction.

To derive the modulation equations, we first make the ansatz(
u(x, t)
v(x, t)

)
= ε2

(
U(X−, T )
V (X+, T )

)
+ ε4

(
A(X, τ) + F (X−, T )
B(X, τ) +G(X+, T )

)
+O(ε6),(2.1)

where τ = εt, T = ε3t, X = εx, X− = X−τ , and X+ = X+τ . The two new time variables are
the “multiple time scales” spoken of earlier. For convenience, we will also denote ū = (u, v)t,
Ū = (U, V )t, Ā = (A,B)t, and F̄ = (F,G)t.

It may seem somewhat odd that the O(ε4) correction consists of a sum of functions as
opposed to a single function. The reason for this is that, for our first order approximation
terms, U and V , we are assuming that u and v exhibit only unidirectional motion (right and
left, respectively). A and B, loosely, correct for the effect of the interaction of right and left
moving waves, and they evolve on the fast time scale, τ . There are also unidirectional second
order effects, which we represent with F and G. Their functional form is the same as that of
the first order terms.

In a moment, we will insert (2.1) into (1.3), but first we compute the effect of the operator
λ on long wavelength data. Define a functionW by w(x) =W (X). We wish to compute λw(x)
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and see how that relates toW (X). The long wavelength Fourier transform variable is denoted
by K = k/ε. Since ε is small, we will (formally) approximate the effect of λ̂(k) = λ̂(εK) by
the first few terms of its Maclaurin series.

λw(x) = F−1
{
λ̂(k)ŵ(k)

}
(x)

=

∫
eikxλ̂(k)ε−1Ŵ (k/ε)dk

=

∫
eiKX λ̂(εK)Ŵ (K)dK

= F−1
{
λ̂(εK)Ŵ (K)

}
(X)

= F−1

{(
ε(iK) +

1

2
ε3(iK)3 +

3

8
ε5(iK)5 +O(ε7)

)
Ŵ (K)

}
(X)

=

(
ε∂X +

1

2
ε3∂3

X +
3

8
ε5∂5

X +O(ε
7)

)
W (X).

It is important to note that this approximation is only formally good to O(ε7).

Now we insert this approximation for λ and the ansatz into (1.3). This is a necessarily
messy procedure. To reduce the notation, anything formally O(ε9) or higher is (more or less)
disregarded. Also, an additional term is added to the ansatz of the form

ε6S̄ = ε6
(
S1(X, τ)
S2(X, τ)

)
.(2.2)

While this term will be treated in much the same way as the other terms in the ansatz, it
should be noted that this is not truly part of the next order correction. It will, however, be
quite useful when we prove the approximation is a good one.

We must re-express the partial derivatives in (1.3) in terms of the new coordinates. By
the chain rule, we have

∂t = −ε∂X− + ε∂X+ + ε∂τ + ε
3∂T .

Spatial derivatives of terms of the form f(X−)g(X+) or f(X)g(X±) are denoted by ∂X , though
all other spatial derivatives are denoted with respect to the appropriate coordinate.

So we get on the left-hand side of (1.3)

∂t

(
u(x, t)
v(x, t)

)
= ε3

( −∂X−U(X−, T )
∂X+V (X+, T )

)

+ ε5
(
∂TU(X−, T ) + ∂τA(X, τ)− ∂X−F (X−, T )
∂TV (X+, T ) + ∂τB(X, τ) + ∂X+G(X+, T )

)

+ ε7
(
∂TF (X−, T ) + ∂τS1(X, τ)
∂TG(X+, T ) + ∂τS

2(X, τ)

)
.

(2.3)
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Now we must compute the right-hand side of (1.3). A routine calculation yields

RHS = ε3
( −∂X−U

∂X+V

)

+ ε5

(
−1

2∂
3
X−U − ∂XA− ∂X−F

1
2∂

3
X+
V + ∂XB + ∂X+G

)

+ ε5
( −1

2∂X−U
2 − 1

2∂X+V
2 − ∂X(UV )

1
2∂X−U

2 + 1
2∂X+V

2 + ∂X(UV )

)

+ ε7

(
−1

2∂
3
XA− 1

2∂
3
X−F − 3

8∂
5
X−U

1
2∂

3
XB +

1
2∂

3
X+
G+ 3

8∂
5
X+
V

)
(2.4)

+ ε7
( −∂X(UA)− ∂X−(UF )− ∂X(UB)− ∂X(UG)
+∂X(UA) + ∂X−(UF ) + ∂X(UB) + ∂X(UG)

)

+ ε7
( −∂X(V A)− ∂X(V F )− ∂X(V B)− ∂X+(V G)
+∂X(V A) + ∂X(V F ) + ∂X(V B) + ∂X+(V G)

)

+ ε7

(
−1

4∂
3
X−U

2 − 1
4∂

3
X+
V 2 − 1

2∂
3
X(UV )− ∂XS1

+1
4∂

3
X−U

2 + 1
4∂

3
X+
V 2 + 1

2∂
3
X(UV ) + ∂XS

2

)
+O(ε9).

So we see that we can satisfy (1.3) formally to O(ε5) by taking

∂TU =− 1

2
∂3
X−U − 1

2
∂X−U

2,

∂TV =
1

2
∂3
X+
V +

1

2
∂X+V

2,

(1.4)

and

∂τA+ ∂XA =− 1

2
∂X+V

2(X + τ, ε2τ)− ∂XU(X − τ, ε2τ)V (X + τ, ε2τ),

∂τB − ∂XB = 1

2
∂X−U

2(X − τ, ε2τ) + ∂XU(X − τ, ε2τ)V (X + τ, ε2τ).

(1.5)

Equations (1.4) are a pair of uncoupled KdV equations. That their solutions provide the
first order approximation to long wavelength solutions of (1.1) was proven in [21]. Solutions to
the KdV equations are known to exist and to be bounded over a long time scale (see Theorem
1.1).

System (1.5) is a set of inhomogeneous transport equations driven by the solutions to the
KdV equations. We can write an explicit formula for the solutions.

Corollary 2.1. The solutions to (1.5) are given by

A(X, τ) =
1

4
V 2(X − τ, 0)− 1

4
V 2(X + τ, ε2τ)

+ α(X − τ, ε2τ) +A1(X, τ)

B(X, τ) =
1

4
U2(X + τ, 0)− 1

4
U2(X − τ, ε2τ)

+ β(X + τ, ε2τ) +B1(X, τ),

(2.5)
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where

A1(X, τ) =
ε2

4

∫ τ

0
∂TV

2(X − τ + 2s, ε2s)ds,

B1(X, τ) =
ε2

4

∫ τ

0
∂TU

2(X + τ − 2s, ε2s)ds,
(2.6)

α(X−, T ) = −ε−2

∫ T

0
∂X−

(
U(X−, s)V (X− + 2ε−2s, s)

)
ds,

β(X+, T ) = ε
−2

∫ T

0
∂X+

(
U(X+ − 2ε−2s, s)V (X+, s)

)
ds.

(2.7)

Proof. The proof follows directly from Lemmas 3.2 and 3.3, which appear in the next
section. They can also be verified by inserting the expressions for A and B back into (1.5).
Furthermore, as we prove below, in spite of the prefactor of ε−2, α and β remain O(1) for all
0 ≤ T ≤ T0, for any T0.

The terms of O(ε7) in (2.4) give rise to two sets of linear evolution equations, one for
F and G and one for S1 and S2. Both are inhomogeneous systems of equations due to the
presence of terms involving U , V , A, B, and their derivatives. We have some freedom in the
way we split up the inhomogeneous terms between these equations, and we attempt to group
them in such a way that it is easy to estimate the resulting solutions over the long time scales
relevant for the approximation problem. In particular, we will break A and B up as in the
explicit solutions above. We have

∂TF =− ∂X−(UF )−
1

2
∂3
X−F + J

1,

∂TG = ∂X+(V G) +
1

2
∂3
X+
G+ J2,

(1.6)

where the inhomogeneous terms J1 and J2 are given by

J1(X−, T ) =− 3

8
∂5
X−U(X−, T )− 1

4
∂3
X−U

2(X−, T )

+
1

4
∂X−U

3(X−, T )− 1

8
∂3
X−V

2(X−, 0)

− ∂X−

(
U(X−, T )

(
1

4
V 2(X−, 0) + α(X−, T )

))

− 1

2
∂3
X−α(X−, T ),

(2.8)

J2(X+, T ) =
3

8
∂5
X+
V (X+, T ) +

1

4
∂3
X+
V 2(X+, T )

− 1

4
∂X+V

3(X+, T ) +
1

8
∂3
X+
U2(X+, 0)

+ ∂X+

(
V (X+, T )

(
1

4
U2(X+, 0) + β(X+, T )

))

+
1

2
∂3
X+
β(X+, T ).

(2.9)
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The additional terms S1 and S2 should satisfy

∂τS
1 + ∂XS

1 =J1
ct + J

1
d + J

1
sp,

∂τS
2 − ∂XS2 =J2

ct + J
2
d + J

2
sp,

(2.10)

where

J1
ct = −∂XU(X−, ε2τ)

(
G(X+, ε

2τ) + β(X+, ε
2τ)
)

− ∂XU(X−, ε2τ)
(
1

4
U2(X+, 0)− 1

4
V 2(X+, ε

2τ)

)

− ∂X
(
V (X+, ε

2τ)F (X−, ε2τ)
)− 1

2
∂3
X

(
U(X−, ε2τ)V (X+, ε

2τ)
)

− ∂X

(
V (X+, ε

2τ)

(
1

4
V 2(X−, 0) + α(X−, ε2τ)− 1

4
U2(X−, ε2τ)

))
,

J1
d = −∂X

(
V (X+, ε

2τ)G(X+, ε
2τ)
)− 1

8
∂3
XV

2(X+, ε
2τ) +

1

4
∂XV

3(X+, ε
2τ),

J1
sp = −1

2
∂3
XA1(X, τ)− ∂X

(
(U(X−, ε2τ) + V (X+, ε

2τ))(A1(X, τ) +B1(X, τ))
)

− ∂X

(
V (X+, ε

2τ)

(
1

4
U2(X+, 0) + β(X+, ε

2τ)

))
,

J2
ct = ∂XV (X+, ε

2τ)
(
F (X−, ε2τ) + α(X−, ε2τ)

)
∂X(X+, ε

2τ)

(
1

4
V 2(X−, 0)− 1

4
U2(X−, ε2τ)

)

+ ∂X
(
U(X−, ε2τ)G(X+, ε

2τ)
)
+
1

2
∂3
X

(
U(X−, ε2τ)V (X+, ε

2τ)
)

+ ∂X

(
U(X−, ε2τ)

(
1

4
U2(X+, 0) + β(X+, ε

2τ)− 1

4
V 2(X+, ε

2τ)

))
,

J2
d = ∂X

(
U(X−, ε2τ)F (X−, ε2τ)

)
+
1

8
∂3
XU

2(X−, ε2τ)− 1

4
∂XU

3(X−, ε2τ),

J2
sp =

1

2
∂3
XB1(X, τ) + ∂X

(
U(X−, ε2τ) + V (X+, ε

2τ)(A1(X, τ) +B1(X, τ))
)

+ ∂X

(
U(X−, ε2τ)

(
1

4
V 2(X−, 0) + α(X−, ε2τ)

))
.

The inhomogeneous terms are grouped according to the means by which we will control
their contribution to the growth of S1 and S2 in the following section. The subscripts “ct,”
“d,” and “sp” refer, respectively, to inhomogeneities which are cross-terms, perfect derivatives,
or terms which require special consideration.
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Equations (1.6) are our second set of modulation equations for the terms of O(ε4) in our
long wavelength approximation. Since they are linearized inhomogeneous KdV equations,
linearized about a KdV solution, they are in principle explicitly solvable [18]. However, the
form of the solution that results is quite complicated (see [19] and [11]), and thus it requires
some effort to show that these solutions remain uniformly bounded in the norms which we
use to bound the errors. As we noted above, the functions S1 and S2 do not actually form
a part of the approximation at O(ε4); however, we will show that they remain bounded over
the time scales of interest as a part of controlling the error in our approximation.

3. Estimates on the solutions to the modulation equations. Before showing that the
approximation is a good one, we must first show that the solutions to the modulation equa-
tions are tractable in their own right. Keeping in mind that our goal is to show that the
approximation to (1.3) is good for a long time, we need to show that solutions to the modu-
lation equations are bounded on the appropriate time scale, that is, for t ∼ O(ε−3). First, we
remark on Theorem 1.1.

Notice that, since T = ε3t, this theorem states that we have bounded solutions of (1.4)
for t ∈ [0, T0/ε

3], as we had hoped. Moreover, since the solutions to (1.4) appear in the other
modulation equations (often as inhomogeneities), that they are reasonably smooth and of
rapid decay is crucial to showing that the other modulation equations are solvable over a long
time and are of appropriate size. In particular, we will henceforth take U0, V0 ∈ Hσ(4), where
σ will be suitably large. We now state and prove a number of lemmas.

The first set of lemmas concerns the solutions to inhomogeneous transport equations with
zero initial conditions. From the method of characteristics, we have explicit formulas for
solutions.

Lemma 3.1. Suppose

∂τu± ∂Xu = f(X, τ), u(X, 0) = 0,

with ‖f(X, τ)‖Hs ≤ C for τ ∈ [0, T0ε
−2]. Then ‖u(·, τ)‖Hs ≤ Cε−2 for τ ∈ [0, T0ε

−2].
Proof. We have

u(X, τ) =

∫ τ

0
f(X ∓ τ ± s, s) ds.

A naive estimate on the integral proves the result.
Lemma 3.2. Suppose

∂τu± ∂Xu = ∂Xf(X ± τ, ε2τ), u(X, 0) = 0.

Then

u(X, τ) = ±1
2

(
f(X ± τ, ε2τ)− f(X ∓ τ, 0))∓ ε2

2

∫ τ

0
∂T f(X ∓ τ ± 2s, ε2s) ds.(3.1)

Also, if ‖f(·, T )‖Hs ≤ C and ‖∂T f(·, T )‖Hs ≤ C for T ∈ [0, T0], then ‖u(·, τ)‖Hs ≤ C for
τ ∈ [0, T0ε

−2].
Proof. One can check this result explicitly. The estimate on the norm follows as in Lemma

3.1.
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Lemma 3.3. Suppose

∂τu± ∂Xu = l(X + τ, ε2t)r(X − τ, ε2τ), u(X, 0) = 0,

with ‖l(·, T )‖Hs(4) ≤ C and ‖r(·, T )‖Hs(4) ≤ C for T ∈ [0, T0]; then

u(X, τ) = υ(X ∓ τ, ε2τ)

with ‖υ(·, T )‖Hs(2) ≤ C for T ∈ [0, T0] (that is, for τ ∈ [0, T0ε
−2]). The constant C is uniform

in ε.
Proof. See the appendix.
Remark 4. If l and r are taken to be in Hs(2), a similar proof shows that υ is in Hs over

the long time scale.
Remark 5. Since the proof of the lemma does not make explicit use of the slow time scale

dependence of the inhomogeneous factors l and r, the proof is still valid if the right-hand side
is of the form l(X + τ)r(X − τ, ε2τ), l(X + τ, ε2τ)r(X − τ) or l(X + τ)r(X − τ).

Remark 6. A general study of the growth of solutions of the transport equation and related
linear equations that arise in the justification of modulation equations was recently completed
by Lannes [15].

With these results, we can now prove the estimate for A and B in Proposition 1.2. That
is, we have the following corollary.

Corollary 3.4. If U0, V0 satisfy (1.7) with σ > 4 and U , V , A, and B satisfy (1.4)–(1.5),
then

sup
τ∈[0,T0ε−2]

{‖A(·, τ)‖Hσ−3 , ‖B(·, τ)‖Hσ−3} ≤ C.

Proof. From Corollary 2.1, we know the form of A and B. By Lemma 3.3, we have α and
β uniformly bounded in Hσ−1(2) over the long time scale. Also, by Lemma 3.2, we see that
A1 and B1 are in the same space as ∂TU

2 and ∂TV
2. U and V satisfy the KdV equations

(1.4), so we lose three space derivatives for the one time derivative here. That is, A1 and B1

are uniformly bounded in Hσ−3 for the long time scale.
We will occasionally be using an alternate, but equivalent, norm on Hs(2). It is

|f |Hs(2) =

s∑
j=0

‖(1 + x2)∂jxf(x)‖L2 .

The associated inner product is denoted by 〈·, ·〉Hs(2).
Lemma 3.5. For s > 3/2, if u ∈ Hs, then

〈u∂xf, f〉Hs ≤ C|u|Hs |f |2Hs .

Proof. The proof is similar to and simpler than that of Lemma 3.6, which follows.
Lemma 3.6. For s > 3/2, if u ∈ Hs(2), then

〈u∂xf, f〉Hs(2) ≤ C|u|Hs(2)|f |2Hs(2).
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Proof. See the appendix.
Lemma 3.7. For f ∈ Hs(2) ∩Hs+4,

(f, ∂3
xf)Hs(2) ≤ C(‖f‖2

Hs(2) + ‖f‖2
Hs+4).

Proof. See the appendix.
We can now prove the estimates on F and G in Proposition 1.2. That is, we have the

following lemma.
Lemma 3.8. If U0, V0 satisfy (1.7) with σ > 21/2 and U , V , A, B, F , and G satisfy

(1.4)–(1.6), then F and G satisfy the estimates

sup
T∈[0,T0]

{‖F (·, T )‖H̃ , ‖G(·, T )‖H̃} ≤ C,

where H̃ = Hσ−5 ∩Hσ−9(2).
Proof. The proof follows from Lemmas 3.5–3.7 and Gronwall’s inequality. We show the

details for F . The case for G is entirely analogous. We take the definition of the inner product
on H̃ to be (·, ·)H̃ = (·, ·)Hσ−9(2) + (·, ·)Hσ−5 .

The inhomogeneity J1 is in Hσ−5(2). (The term ∂5
X−U causes the loss of derivatives.) So

we take the inner product of (1.6) with F , apply Lemmas 3.5–3.7, and arrive at

∂T ‖F‖2
H̃

≤ C(‖F‖H̃ + ‖F‖2
H̃
) ≤ C(1 + ‖F‖2

H̃
).

An application of Gronwall’s inequality yields, for T ∈ [0, T0],

‖F‖2
H̃
(T ) ≤ CTeCT ,

which concludes the proof of the lemma and also of Proposition 1.2.
We now turn our eyes to the set of equations (2.10). As there are many terms driving

these equations, many different techniques are used to show that the equations do not blow
up over the long time scale. We are aided in this task by the above lemmas, though certain
terms will need special consideration.

Lemma 3.9. Suppose U , V , A, B, F , G, S1, and S2 satisfy (1.4)–(1.6) and (2.10); then
S1 and S1 satisfy the estimates

sup
τ∈[0,T0ε−2]

{‖S1(·, τ)‖Hσ−10 , ‖S2(·, τ)‖Hσ−10

} ≤ C.

Proof. We shall treat the equation for S1 here. The situation for S2 is completely anal-
ogous. Since equations (2.10) are linear, we can consider the inhomogeneity term by term.
First, we notice that we can apply Lemma 3.3 to bound the growth coming from all terms in
J1
ct, while Lemma 3.2 suffices to control all terms coming from J1

d . Thus these terms cause
no growth over the long time scale. We now take a moment to discuss the smoothness of
these terms. The least smooth term in J1

d is ∂X(V (X+ τ, ε
2τ)G(X+ τ, ε2τ)). When we apply

Lemma 3.2, we need to examine the smoothness of ∂T (V (X + τ, ε2τ)G(X + τ, ε2τ)). Now
G is uniformly bounded in Hσ−5 (from Lemma 3.8), and, since G satisfies a linearized KdV
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equation, we have ∂T (V (X + τ, ε2τ)G(X + τ, ε2τ)) uniformly bounded in Hσ−8. However,
the least smooth term in J1

ct is the term ∂X(U(X − τ, ε2τ)G(X + τ, ε2τ)), which is uniformly
bounded in Hσ−10(2). Thus at best S1 is uniformly bounded in Hσ−10.

Each term in J1
sp will require some special consideration. These terms are

−∂X(V (X + τ, ε2τ)β(X + τ, ε2τ)),(3.2)

−∂X(V (X + τ, ε2τ)U2(X + τ, 0)),(3.3)

C∂3
XA1(X, τ),(3.4)

C∂X
(
(U(X − τ, ε2τ) + V (X + τ, ε2τ))(A1(X, τ) +B1(X, τ))

)
.(3.5)

Terms (3.2) and (3.3) are treated with slight variations on Lemmas 3.2 and 3.3. The technique
by which (3.4) and (3.5) are dealt with relies primarily on the prefactor of ε2, which appears
in the definition of the functions A1 and B1. Unfortunately, each computation is rather messy.

In the case of the first of these, we apply Lemma 3.2 and get

S(X, τ) = −1
2
(V (X + τ, ε2τ)β(X + τ, ε2τ)− V (X − τ, 0)β(X − τ, 0))

+
ε2

2

∫ τ

0
∂TV (X − τ + 2s, ε2s)β(X − τ + 2s, ε2s)ds

+
ε2

2

∫ τ

0
V (X − τ + 2s, ε2s)∂Tβ(X − τ + 2s, ε2s)ds.

The first three terms are easily bounded by the techniques discussed previously. (Namely, we
replace ∂TV with the right-hand side of the KdV equation and use naive bounds.) However,
when we replace ∂Tβ, we lose the prefactor of ε

2. That is, from (7.1) in the proof of Lemma
3.3, we have

∂Tβ(X+, T ) = ε
−2∂X(U(X+ − 2Tε−2, T )V (X+, T )).

We make this substitution into the last term of (3) to get

1

2

∫ τ

0
V (X − τ + 2s, ε2s)∂X(U(X − τ, ε2s)V (X − τ + 2s, ε2s))ds.

Notice that in this integral we have only terms that lie in the weighted Sobolev spaces, and
we can use the same techniques used in the proof of Lemma 3.3 to control this term.

The term (3.3) is very nearly of the form needed to apply Lemma 3.2. The only difference
is that there is no dependence on ε2τ in one of the terms. The ideas are essentially the same
here as in the proof of Lemma 3.2. Consider

∂τS + ∂XS = −∂X(V (X + τ, ε2τ)U2(X + τ, 0)).

The solution to this equation is given by

S(X, τ) =− 1

2

{
U2(X + τ, 0)V (X + τ, ε2τ)− U2(X − τ, 0)V (X − τ, ε2τ)}

+
ε2

2

∫ τ

0
U2(X − τ + 2s, 0)∂TV (X − τ + 2s, ε2s)ds.
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If one replaces ∂TV (X−τ+2s, ε2τ) in the integral by the right-hand side of the KdV equation
and then takes naive norms, we find that this term is also controllable.

We now turn our attention to the final two terms which involve the functions A1 and B1.
The calculations here are quite messy, though the ideas are straightforward. We replace ∂TV
with the right-hand side of the KdV equation and then apply a number of the same techniques
used in proving Lemmas 3.2 and 3.3. The factor of ε2 present in the definitions of A1 and B1

is crucial. Consider

∂τS + ∂XS

= C∂3
XA1(X, τ)

= Cε2∂3
X

∫ τ

0
∂TV

2(X − τ + 2s, ε2s)ds

= Cε2∂2
X

∫ τ

0

(
∂s(∂TV

2(X − τ + 2s, ε2s))− ε2∂2
TV (X − τ + 2s, ε2s)) ds

= Cε2∂2
X

{
∂TV

2(X + τ, ε2τ)− ∂TV 2(X − τ, 0)}
+ Cε4∂2

X

∫ τ

0
∂2
TV

2(X − τ + 2s, ε2s)ds.

For ease of notation, we will let P (X, τ) = Cε2∂2
X

∫ τ
0 ∂

2
TV

2(X − τ + 2s, ε2s)ds. Notice that,
by taking naive estimates on this function, we have that ‖P‖Hs ≤ C for τ ∈ [0, T0ε

−2]. Thus
we apply Lemma 3.1 to this equation to find that S is bounded on the long time interval.

In order to deal with (3.5), we will rewrite ∂TV
2 and ∂TU

2. That is,

∂TV
2 = 2V ∂TV

= V (∂3
XV + ∂XV

2)

= ∂X

(
V ∂2

XV − 1

2
(∂XV )

2 +
2

3
V 3

)
= ∂X Ṽ ,

where Ṽ = V ∂2
XV − 1/2(∂XV )

2 + 2/3V 3. A similar calculation yields ∂TU
2 = ∂X Ũ , where

Ũ = −U∂2
XU + 1/2(∂XU)

2 − 2/3U3. Notice that Ũ , Ṽ ∈ Hσ−2 for T ∈ [0, T0], since they lose
at most two derivatives in comparison with U and V . Similarly, we have ∂T Ũ ∈ Hσ−5. So
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consider the equation

∂τS + ∂XS

= C∂X
(
U(X − τ, ε2τ) + V (X + τ, ε2τ)

)
(A1(X, τ) +B1(X, τ))

= Cε2∂X

[ (
U(X − τ, ε2τ) + V (X + τ, ε2τ)

)

×
∫ τ

0
∂T
(
V 2(X − τ + 2s, ε2s) + U2(X + τ − 2s, ε2s)) ds

]

= Cε2

[
∂X
(
U(X − τ, ε2τ) + V (X + τ, ε2τ)

)

×
∫ τ

0
∂X
(
Ṽ (X − τ + 2s, ε2s) + Ũ(X + τ − 2s, ε2s))ds

]

= Cε2∂X

[ (
U(X − τ, ε2τ) + V (X + τ, ε2τ)

)

×
(
Ṽ (X + τ, ε2τ)− Ṽ (X − τ, 0)− ε2

∫ τ

0
∂T Ṽ (X − τ + 2s, ε2s)ds

+ Ũ(X − τ, ε2τ)− Ũ(X + τ, 0)− ε2
∫ τ

0
∂T Ũ(X + τ − 2s, ε2s)ds

)]

Notice that, by taking naive estimates, the terms Q1(X, τ) = ε2
∫ τ
0 ∂T Ṽ (X − τ + 2s, ε2s) ds

and Q2(X, τ) = ε2
∫ τ
0 ∂T Ũ(X + τ − 2s, ε2s) ds are uniformly bounded in Hσ−5 over the long

time scale. Thus we apply Lemma 3.1 to the above equation and find that this term is well
behaved over the long time scale.

4. The validity of the approximation. In this section, we prove that the approximation
to a true solution of (1.3) made by the ansatz is in fact a good one by completing the proof
of Theorem 1.3.

Proof of Theorem 1.3. To prove this theorem, we shall need a number of lemmas.
Lemma 4.1. If Φ ∈ Hs+1, then, for ε < 1,

‖λΦ(ε·)‖Hs ≤ Cε1/2‖Φ‖Hs+1 .

Proof. The proof here is analogous to the proof of the following lemma.
Lemma 4.2. Let T1(y) = y, T3(y) = y + 1/2y

3, and T5(y) = y + 1/2y
3 + 3/8y5. Then, for

j = 1, 3, 5, if Φ(X) ∈ Hs+j+2, we have, for ε < 1,

‖λΦ(ε·)− Tj(∂x)Φ(ε·)‖Hs ≤ Cεj+3/2‖Φ(·)‖Hs+j+2 .

Proof. See the appendix.
Now suppose that there is a solution to (1.3) of the form

ū(x, t) = ε2Ψ̄(x, t) + ε11/2R̄(x, t),(4.1)
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where

ε2Ψ̄(x, t) = ε2Ū + ε4(Ā+ F̄ ) + ε6S̄(4.2)

and R̄ = (R1(x, t), R2(x, t))t. We consider the term R̄ to be the error in our approximation.
Substituting (4.1) into (1.3), we find that R̄ must satisfy the equation

∂t

(
R1

R2

)
=

( −λ 0
0 λ

)(
R1

R2

)
+ ε2

( −λ(Ψ1 +Ψ2)(R1 +R2)
λ(Ψ1 +Ψ2)(R1 +R2)

)

+
ε11/2

2

( −λ(R1 +R2)2

λ(R1 +R2)2

)
+ ε−11/2Res[ε2Ψ̄],

(4.3)

where

Res[ε2Ψ̄] = −∂t
(
ε2Ψ1

ε2Ψ2

)
+

( −λ 0
0 λ

)(
ε2Ψ1

ε2Ψ2

)
+
1

2

( −λ(ε2Ψ1 + ε2Ψ2)2

λ(ε2Ψ1 + ε2Ψ2)2

)
.(4.4)

We have selected our modulation equations precisely so that this term is small. By taking
the time derivative of Ψ̄ and then making substitutions from the modulation equations, we
find that

Res[ε2Ψ̄]

= ε2
(

(T5(∂x)− λ)U
−(T5(∂x)− λ)V

)

+ ε4
(

(T3(∂x)− λ)
(
A+ F + 1

2(U + V )
2
)

−(T3(∂x)− λ)
(
B +G+ 1

2(U + V )
2
) )

+ ε6
(

(T1(∂x)− λ)
(
(U + V )(A+ F +B +G) + S1

)
−(T1(∂x)− λ)

(
(U + V )(A+ F +B +G) + S1

) )(4.5)

+ ε8
( −λ (2(U + V )(S1 + S2) + (A+ F +B +G)2

)
λ
(
2(U + V )(S1 + S2) + (A+ F +B +G)2

) )

+ 2ε10
( −λ ((A+ F +B +G)(S1 + S2)

)
λ
(
(A+ F +B +G)(S1 + S2)

) )

+ ε12
( −λ ((S1 + S2)2

)
λ
(
(S1 + S2)2

) )
.

Note that we have suppressed the variables on which the functions depend for brevity. While
the algebra that goes into showing this is lengthy, it should be noted that this step is accom-
plished by undoing the algebra that goes into deriving the modulation formally (see (2.3) and
(2.4)).

Notice that, in the above expression, all functions are of long wavelength form. Thus we
can apply Lemmas 4.1 and 4.2 to prove the following result.

Lemma 4.3. Under the hypotheses of Theorem 1.3, the residual satisfies the estimate

sup
t∈[0,T0ε−3]

‖Res[ε2Ψ̄]‖Hσ−13×Hσ−13 ≤ Cε17/2.
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Notice that the loss of three more derivatives is caused by the application of Lemma 4.2
to the term in the fourth line of (4.5) since Sj , j = 1, 2, are uniformly bounded in Hσ−10.

We also need the following fact.

Lemma 4.4.

(
R2 −R1, λ[(Ψ1 +Ψ2)(R1 +R2)]

)
Hs ≤ − (∂t(R1 +R2), (Ψ1 +Ψ2)(R1 +R2)

)
Hs

+ Cε3‖R̄‖Hs×Hs .

Proof. See the appendix.

We wish to keep the norm of R̄ from growing too much over the long time scale. That is,
if we can show that ‖R̄‖ is O(1) for t ∈ [0, T0ε

−3], we will have shown that our approximation
is good.

The first term on the right-hand side of (4.3) will not cause any growth in the norm since
(f, λf)Hs = 0. The third term has the prefactor of ε11/2, which will assist in controlling it,
and we know from Lemma 4.3 that the residual is small.

If we tried to control solutions of (4.3) by applying a Gronwall-type estimate to the time
derivative of (f, f)Hs , the second term would result in growth of the norm, which would
destroy our estimate over the time scale of interest. To avoid this problem, we introduce a
new energy functional which yields a norm equivalent to the Hs ×Hs norm but which does
not suffer from this sort of uncontrolled growth.

Thus we define

E2
s (R̄) =

1

2

(‖R̄‖2
Hs×Hs + ε2(R1 +R2, (Ψ1 +Ψ2)(R1 +R2))Hs

)
.(4.6)

That this norm is equivalent to the standard norm on Hs×Hs can be seen by applying the
Cauchy–Schwarz inequality to the inner product, provided that we have ε2‖Ψ1 +Ψ2‖Hs < 1.
Thus we use without further comment

1

C
‖R̄‖Hs×Hs ≤ Es(R̄) ≤ C‖R̄‖Hs×Hs .

We now state and prove a useful lemma.

Lemma 4.5. Set s > 0. Suppose f(x), g(x) ∈ Hs and γ(X) ∈ Hs+1, where X = εx. Then

|(f(·), γ(ε·)g(·))Hs − (g(·), γ(ε·)f(·))Hs | ≤ Cε‖f‖Hs‖g‖Hs‖γ‖W s,∞ .

Proof. See the appendix.
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We now have all of the tools needed to finish the proof of the theorem.

∂tE
2
σ−13(R̄)

=
1

2
∂t‖R̄‖2

Hσ−13×Hσ−13 +
ε2

2
∂t
(
R1 +R2, (Ψ1 +Ψ2)(R1 +R2)

)
Hσ−13

= (R1, ∂tR
1)Hσ−13 + (R2, ∂tR

2)Hσ−13

+
ε2

2

(
∂t(R

1 +R2), (Ψ1 +Ψ2)(R1 +R2)
)
Hσ−13

+
ε2

2

(
(R1 +R2), (Ψ1 +Ψ2)∂t(R

1 +R2)
)
Hσ−13

+
ε2

2

(
(R1 +R2), ∂t(Ψ

1 +Ψ2)(R1 +R2)
)
Hσ−13

≤ (R1, ∂tR
1)Hσ−13 + (R2, ∂tR

2)Hσ−13

+ ε2
(
∂t(R

1 +R2), (Ψ1 +Ψ2)(R1 +R2)
)
Hσ−13

+ Cε3‖R̄‖2
Hσ−13×Hσ−13

+ Cε3‖R̄‖Hσ−13×Hσ−13‖∂tR̄‖Hσ−13×Hσ−13

= ε2
(
R2 −R1, λ[(Ψ1 +Ψ2)(R1 +R2)]

)
Hσ−13

+ ε2
(
∂t(R

1 +R2), (Ψ1 +Ψ2)(R1 +R2)
)
Hσ−13

+ ε11/2
(
R2 −R1, λ[(R1 +R2)2]

)
Hσ−13

+ ε−11/2(R̄,Res[Ψ̄])Hσ−13×Hσ−13

+ Cε3‖R̄‖2
Hσ−13×Hσ−13

+ Cε3‖R̄‖Hσ−13×Hσ−13‖∂tR̄‖Hσ−13×Hσ−13

≤ + Cε11/2‖R̄‖3
Hσ−13×Hσ−13

+ Cε3‖R̄‖Hσ−13×Hσ−13

+ Cε3‖R̄‖2
Hσ−13×Hσ−13

≤ Cε3E2
σ−13(R̄) + Cε

3Eσ−13(R̄) + Cε
11/2E3

σ−13(R̄).

We now state another lemma, which proves that the approximation is good over the long
time interval.

Lemma 4.6. Given C > 0, T0 > 0, there exists ε0 > 0 such that, if ε ∈ (0, ε0) and
η̇(T ) ≤ C(1 + η(T ) + ε5/2η3/2(T )), η(0) = 0,(4.7)

for T ∈ [0, T0], then η(T ) ≤ 2CT0e
2CT0 for T ∈ [0, T0].

Proof. See the appendix.
We apply Lemma 4.6 to the equation for the energy of the remainder and find that

Eσ−13(R̄(·, t)) ≤ C(4.8)

for t ∈ [0, T0ε
−3]. Note that, given this a priori estimate, proving the existence and uniqueness

of solutions of (4.3) is a standard exercise.
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We now use the equivalence of Eσ−13 to the typical norm on Hσ−13, (4.8), and Lemma
4.1 to find, for t ∈ [0, T0ε

−3],

‖ū(·, t)− w̄(·, t)‖Hσ−13×Hσ−13 = ‖ū(·, t)− ε2Ψ̄(·, t) + ε6S̄(ε·, εt)‖Hσ−13×Hσ−13

= ‖ε11/2R̄(·, t) + ε6S̄(ε·, εt)‖Hσ−13×Hσ−13(4.9)

≤ Cε11/2

This completes the proof.

5. Some numerics. In this section, we show the results of some numerical simulations.
We performed these numerics to gain insight into the qualitative nature of the higher order
approximation, to estimate the values of the constants CF and ε0 that appear in Theorem
1.3, and to validate the results of said theorem.

We will choose the initial conditions of the system so that we can use the known solitary
wave solutions to the KdV equation. We shall solve the Boussinesq equation (1.3) numerically.
Though techniques are known for finding explicit solutions to the linearized KdV equation
(see [11] and [18]), the resulting expressions are quite complicated, and so we also solve (1.6)
numerically.

One may wonder why we should even bother computing higher order modulation equations
if we have to solve them numerically. In our situation, numerically computing solutions to
the Boussinesq equation is not particularly more complicated or time intensive than finding
solutions to the linearized KdV equations. However, our goal is to apply these same ideas to
derive corrections to the KdV approximation for the water wave problem, whose numerical
solution is a much more difficult task. We expect the same modulation equations to hold in
these more general and complicated systems. Thus, for the water wave problem, numerically
solving the modulation equations should result in a great reduction in the complexity of the
numerics.

The solutions of (1.1) and (1.6) are numerically computed using methods which are largely
based around the pseudospectral techniques for Matlab used in [20]. Since our equations are
relatively simple, Matlab, though slower than other languages (C or Fortran, for example),
performs adequately rapidly. The techniques used are largely built around the use of the fast
Fourier transform (FFT) to compute the various operators and derivatives and the use of an
iterative technique to compute the nonlinear terms in (1.1) and the term ∂X(UF ) in (1.6). It
is implicit in the time step.

As noted previously, we use the known explicit solutions to (1.4). Where possible, we find
explicit solutions for the various terms of A and B. The notable exception to this is in the
computation of α and β, which we compute via routine trapezoidal rule techniques.

We first consider the head-on collision of two solitary waves. Note that the head-on
collision will take place in the initial variable θ and not in either the u or v variables. This
is because we have (formally) decomposed the system into left and right moving waves when
we rewrite the system as (1.3). We therefore take initial conditions such that U and V will
evolve as the well-known sech-squared solitary wave solutions to (1.4). That is, we take

u(x, 0) = 6ε2sech2(εx− 10),
v(x, 0) = 6ε2sech2(εx+ 10)
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Figure 1. Initial profile for head-on collision. ε = 0.1.
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Figure 2. Head-on collision. ε = 0.1.

as initial conditions.

Figures 1 and 2 show the solution to the Boussinesq equation, as well as the KdV approx-
imation and the second order correction on the same plot, at the start and at the collision.
Here ε = 0.1. We remark on several features of the Boussinesq equation that are not reflected
in the KdV approximation but are present in the second order correction.

First, in the KdV approximation, during the collision, the two waves add in linear su-
perposition. (This can be seen as the KdV equations evolve independently.) However, the
solutions to the Boussinesq equation do not display this simple linear property during the
collision; the total height of the wave is slightly less than the sum of the two heights of the
two waves independently. The second order correction does a notably better job at displaying
this feature (see Figure 3). The second feature we notice is the presence of “shadow waves”
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Figure 3. Close-up of peak of waves during the head-on collision. ε = 0.1.
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Figure 4. A “shadow wave” and dispersive wave train in the head-on collision. ε = 0.1.

with dispersive wave trains (see Figure 4) in the solution to (1.1). These are not present in
the KdV approximation but are seen in the second order correction.

From these pictures, we see that the second order correction is in fact doing a better
job than simply the KdV approximation alone. In order to quantify this, we computed the
solution for a variety of values of ε and computed the value of the L2 and L∞ error of the
KdV and second order approximations. The time to collision is of O(ε−1), and on this time
scale and slightly beyond, the maximum error occurs during the collision.

Figures 5 and 6 display log-log plots of the L2 and L∞ error versus ε, respectively. The
slopes of these lines are the order of the correction. We expect the order of the correction in
the L∞ norm to be a half power greater than that in the L2 norm due to the scaling of the
spatial variable. We note that we have used only those values of ε ≤ 0.1 in computing these
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Figure 5. sup ‖u− w‖L2 versus ε for head-on collision.
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Figure 6. sup ‖u− w‖L∞ versus ε for head-on collision.

slopes, as we expect the error estimates to hold if ε is sufficiently small. Table 1 summarizes
the results.

From this we see that our estimate of the error made in approximating the true solution
by the second order approximation is optimal, in terms of powers of ε. By taking note of
the y-intercept of these lines, we can get an estimate of the value of the constant CF in each
case; see Table 2. Unfortunately, these values of the constant are quite large for the second
order correction. We also note that it is not so much the actual value of the leading coefficient
that matters, as it is the location (in ε) at which the second order correction and the KdV
correction return the same error, that is, graphically, where the lines in Figures 5 and 6 cross.

The next simulation was that of right moving overtaking waves. We take initial data such
that U will evolve as the famous two-soliton solution to (1.4). Since we are not interested in



HIGHER ORDER MODULATION EQUATIONS FOR A BOUSSINESQ EQUATION 293

Table 1
Order of the approximation, numerically computed, for the head-on collision.

L2 L∞

KdV 3.49 3.93

KdV + second order correction 5.55 6.04

Table 2
Value of CF , numerically computed, for the head-on collision.

L2 L∞

KdV 35.5 25.8

KdV + second order correction 503 523

left moving waves, we take initial data for v to be zero. Note that v does not remain zero,
however, due to the coupling.

Unlike the previous situation, the time scale of the overtaking wave collision is O(ε−3).
To observe the entirety of the collision, we take T0 = 8. We also observe that the error in the
approximation is largest at the end of the interval [0, T0ε

−3]. From the proof of Lemma 4.6,
one can see that, as T0 increases, ε0 decreases. This requires smaller values of ε, which in turn
necessitates running the simulation for a longer period of time.

Figures 7, 8, and 9 display the values of u and the approximations at various times during
the collision. As in the case of the head-on collision, the second order correction picks up the
presence of a dispersive wave, which is not seen in the KdV approximation (see Figure 10).

It is well known that, in the two-soliton interaction, the waves are phase-shifted after the
collision. (That is, the faster wave is further ahead after the collision than it would have
been had no interaction taken place, and the slower wave falls behind in a similar fashion.)
Overtaking waves in the Boussinesq equation share this feature, though with a different phase
shift. This can be seen in Figure 9, where the KdV approximation is leading the Boussinesq
solution. The second order correction noticeably “fixes” this problem. In Figure 11, we
plot the locations of the peaks. Note that this figure reflects the fact that the numerics are
computed in a moving reference frame (moving to the right with unit velocity).

In Figure 12, we plot the error in the phase shifts for the two approximations versus
ε. Notice that the slope for the second order correction is steeper than that of the KdV
approximation.

In Figures 13 and 14, we plot the maximum of the L2 and L∞ error for the two approxima-
tions versus ε on a log-log plot (as we did for the head-on interaction earlier). We summarize
the results in Tables 3 and 4.

6. Conclusions. We conclude by briefly surveying other work on the derivation of higher
order modulation equations for water waves and related systems.

For the actual water wave equations, there have been a number of studies of corrections to
the KdV approximation to water waves spanning the spectrum from nonrigorous asymptotic
expansions [4], [5], [24], [2] to numerical solutions of the equations of motion and comparison
with the KdV predictions [3],[25], [9] to experimental investigations [16], [7]. We concentrate
here on the theoretical studies since they have the closest connection to our work. In the
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Figure 7. Overtaking wave before the collision. ε = 0.05.
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Figure 8. Overtaking wave at the collision. ε = 0.05.

investigations of Byatt-Smith [4], [5] and Su and Mirie [24] the focus is on the head-on collision
of solitary waves. This has several consequences. First, the authors assume that the initial
conditions are of a special form, namely, a pair of counterpropagating solitary waves. The
higher order corrections to the solution then exploit this special form by including not only a
correction to the amplitude of the solution but a phase shift for each wave as it undergoes the
collision. This is a very reasonable hypothesis in these physical circumstances but one which
cannot easily be adapted to the more general type of initial conditions considered in our work.
Furthermore, since these papers consider specifically the head-on collision of solitary waves,
they are concerned with events which occur on relatively short time scales (i.e., time scales of
O(1ε ) in our scaling). As noted in [5, p. 503], these expansions are not uniformly valid in time,
and it is not clear whether or not their solutions could be controlled over time scales of O( 1

ε3
).
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Figure 9. Overtaking wave after the collision. ε = 0.05.
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Figure 10. Dispersive wave for the overtaking wave.

It is worth noting that, in spite of the differences between our approach and those discussed
here, Byatt-Smith [5] also finds that corrections to the amplitude of the solitary wave evolve
according to the linearized KdV equation.

An alternative approach to improve the KdV approximation to water waves is to work
directly with a Boussinesq approximation to the water wave problem, as done by Bona and
Chen in [2]. Note that, in such an approach, the modulation equations depend on the small
parameter ε, whereas our goal was derive a hierarchy of modulation equations which are
independent of ε. Thus the work in the present paper is quite different than that in [2].

Another set of papers by Sachs [19], Zho and Su [26], and Hărăguş-Courcelle, Nicholls,
and Sattinger [10] considers corrections to the KdV approximation for unidirectional motion.
The first two of these papers study this question in the context of water waves, while [10]
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Figure 11. Wave peak locations. ε = 0.05.
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Figure 12. Error in phase shift versus ε.

studies the KdV approximation to solutions of the Euler–Poisson equations. The focus of
these papers (particularly [19] and [10]) is rather different than ours, however. Both derive
an inhomogeneous linearized KdV equation for the correction to the KdV approximation.
However, rather than deriving rigorous estimates of the difference between the approximate
solutions provided by the model equations and the true solutions, they focus on the nature
of the solutions of the linearized inhomogeneous KdV equation. In particular, Sachs [19]
shows that, if one linearizes about the N -soliton solution of the KdV equation, the resulting
inhomogeneous equation has solutions which have no secular growth. In [10], the authors
obtain explicit solutions of the linearized KdV equation, particularly for the case in which one
linearizes about the two-soliton solution of the KdV equation. Hărăguş-Courcelle, Nicholls,
and Sattinger then compare the approximation they obtain to numerically computed solutions
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Figure 13. sup ‖u− w‖L2 versus ε for overtaking wave collision.
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Figure 14. max ‖u− w‖L∞ versus ε for overtaking wave collision.

of the Euler–Poisson equation, and they find that the addition of the solution of the linearized
KdV equation to the approximation given by the two-soliton solution of the KdV equation
does a significantly better job of approximating the solution of the Euler–Poisson equation. In
particular, they note that the prediction of the phase shift that occurs when a “fast” traveling
wave overtakes a slower one is significantly better when the second order correction is included.
This effect is also present in our approximation—see Figure 12.

7. Appendix.

Proof of Lemma 3.3. We consider the case with the “minus” sign on the left-hand side for
simplicity. The other case is analogous. First, we change variables to X+ = X + τ , T = ε2τ ,
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Table 3
Order of the approximation, numerically computed, for the overtaking collision.

L2 L∞

KdV 3.43 3.88

KdV + second order correction 5.42 5.86

Table 4
Value of CF , numerically computed, for the overtaking collision.

L2 L∞

KdV 1300 860

KdV + second order correction 19, 500 19, 900

and υ(X+, T ) = u(X, τ). Under this change, we get the equation

∂Tυ(X+, T ) = ε
−2l(X+, T )r(X+ − 2Tε−2, T ).(7.1)

This can be solved by integrating with respect to the variable T . We get

υ(X+, T ) = ε
−2

∫ T

0
l(X+, s)r(X+ − 2sε−22, s)ds.

Now we multiply by the appropriate weight and take norms

(1 +X2
+)|υ(X+, T )|

≤ ε−2

∫ T

0
(1 +X2

+)|l(X+, s)||r(X+ − 2sε−2, s)| ds

≤ ε−2

∫ T

0
(1 +X2

+)|l(X+, s)|(1 + (X+ − 2sε−2)2)|r(X+ − 2sε−2, s)| ds

= ε−2

∫ T

0

(1 +X2
+)

2|l(X+, s)|(1 + (X+ − 2sε−2)2)2|r(X+ − 2sε−2, s)|
(1 +X2

+)(1 + (X+ − 2sε−2)2)
ds

≤ ε−2

∫ T

0

(1 +X2
+)

2|l(X+, s)|(1 + (X+ − 2sε−2)2)|r(X+ − 2sε−2, s)|
(1 + (2sε−2)2)

ds.

Now take the Hs norm of each side of this equation, and find that
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‖υ(·, T )‖Hs(2) ≤ ‖l‖Hs(4)‖r‖Hs(4)ε
−2

∫ T

0

1

(1 + (2sε−2)2)
ds

≤ C‖l‖Hs(4)‖r‖Hs(4) arctan(2Tε
−2)

≤ C‖l‖Hs(4)‖r‖Hs(4).

Proof of Lemma 3.6. In this proof, we use the alternate inner product of Hs(2).

〈u∂xf, f〉Hs(2) = 〈u∂xf, f〉Hs−1(2) + ((1 + x
2)∂sx(u∂xf), (1 + x

2)∂sxf)L2

≤ |u∂xf |Hs−1(2)|f |Hs−1(2) +

s−1∑
j=0

csj((1 + x
2)2∂s−jx u∂j+1

x f, ∂sxf)L2

+

∫
(1 + x2)2u∂s+1

x f∂sxfdx

≤ C|u|Hs(2)|f |2Hs(2) +
1

2

∫
(1 + x2)2u∂x(∂

s
xf)

2dx

≤ C|u|Hs(2)|f |2Hs(2) −
1

2

∫
∂x((1 + x

2)2u)(∂sxf)
2dx

≤ C|u|Hs(2)|f |2Hs(2) −
1

2

∫
∂xu((1 + x

2)∂sxf)
2dx

− 2
∫
xu(1 + x2)(∂sxf)

2dx

≤ C|u|Hs(2)|f |2Hs(2).

Proof of Lemma 3.7. In this proof, we use the standard norm on Hs(2).

(f, ∂3
xf)Hs(2) = −6(x2f, ∂xf)Hs − 6((1 + x2)f, x∂2

xf)Hs

≤ C(‖f‖Hs(2)‖f‖Hs+1) + C(‖f‖Hs(2)‖x∂2
xf‖Hs).

So now consider

‖x∂2
xf‖2

Hs = ‖x∂2
xf‖2

Hs−2 + ‖∂s−1
x (x∂2

xf)‖2
L2 + ‖∂sx(x∂2

xf)‖2
L2 .

We now treat the last term in the above, as the middle term can be handled in a similar
fashion and the first is easily dealt with.

‖∂sx(x∂2
xf)‖2

L2 ≤ C‖∂s+1
x f‖2

L2 + ‖x∂s+2
x f‖L2

≤ C‖f‖2
Hs+4 +

∫
x2∂s+2

x f∂s+2
x fdx

≤ C‖f‖2
Hs+4 +

∫
x2∂s+4

x f∂sxfdx+ 4

∫
x∂s+3

x f∂sxfdx

+ 2

∫
∂s+2
x f∂sxfdx

≤ C(‖f‖2
Hs+4 + ‖f‖Hs+4‖f‖Hs(2)).

This estimate completes the proof.



300 C. EUGENE WAYNE AND J. DOUGLAS WRIGHT

Proof of Lemma 4.2. Notice that the polynomials Tj are the first, third, and fifth or-

der polynomial expansions of y/
√
1− y2 about y = 0. Moreover, note that only odd pow-

ers appear in the expansion. So, by Taylor’s theorem, there is a constant C such that
|iy/

√
1 + y2 − Tj(iy)| ≤ C|y|j+2.

We shall now use the Fourier transform version of the Sobolev norms in the following
computation, which concludes the proof. Consider

‖λΦ(ε·)− Tj(∂x)Φ(ε·)‖2
Hs

=

∫
(1 + k2)s|λ̂Φ(εx)− ̂Tj(∂x)Φ(εx)|2dk

= ε−2

∫
(1 + k2)s

∣∣∣∣
(

ik√
1 + k2

− Tj(ik)
)
Φ̂(k/ε)

∣∣∣∣2 dk
≤ Cε−2

∫
(1 + k2)s|kj+2Φ̂(k/ε)|2dk, K = k/ε,

= Cε2j+3

∫
(1 + (εK)2)s|Kj+2Φ̂(K)|2dK

≤ Cε2j+3

∫
(1 +K2)s|Kj+2Φ̂(K)|2dK

≤ Cε2j+3‖∂j+2
X Φ‖2

Hs

≤ Cε2j+3‖Φ‖2
Hs+j+2 .

Proof of Lemma 4.4.

(
R2 −R1, λ[(Ψ1 +Ψ2)(R1 +R2)]

)
Hs

=
(−λ(R2 −R1), (Ψ1 +Ψ2)(R1 +R2)

)
Hs

≤ − (∂t(R1 +R2), (Ψ1 +Ψ2)(R1 +R2)
)
Hs

+ ε−11/2
(
Res[Ψ̄]1 +Res[Ψ̄]2, (Ψ1 +Ψ2)(R1 +R2)

)
Hs

≤ − (∂t(R1 +R2), (Ψ1 +Ψ2)(R1 +R2)
)
Hs + Cε

3‖R̄‖Hs×Hs .

Proof for Lemma 4.5. We shall be using the fact that, by the Sobolev embedding theorem,
we have γ and its first s derivatives in L∞.

|(f(x), γ(εx)g(x))Hs − (g(x), γ(εx)f(x))Hs |

=

∣∣∣∣∣∣
s∑
j=0

(
∂jxf(x), ∂

j
x(γ(εx)g(x))

)
L2 −

(
∂jxg(x), ∂

j
x(γ(εx)f(x))

)
L2

∣∣∣∣∣∣
=

∣∣∣∣∣∣
s∑
j=0

j∑
l=0

cjl
{(
∂jxf(x), ∂

l
x(γ(εx))∂

j−l
x g(x)

)
L2 −

(
∂jxg(x), ∂

l
x(γ(εx))∂

j−l
x f(x))

)
L2

}∣∣∣∣∣∣
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=

∣∣∣∣∣∣
s∑
j=0

j∑
l=0

cjl
(
∂jxf(x)∂

j−l
x g(x)− ∂jg(x)∂j−lx f(x), ∂lx(γ(εx))

)
L2

∣∣∣∣∣∣
= ε

∣∣∣∣∣∣
s∑
j=0

j∑
l=1

cjl
(
∂jxf(x)∂

j−l
x g(x)− ∂jg(x)∂j−lx f(x), εl−1∂lXγ(εx)

)
L2

∣∣∣∣∣∣
= ε

∣∣∣∣∣∣
s∑
j=0

j∑
l=1

cjl

∫ (
∂jxf(x)∂

j−l
x g(x)− ∂jg(x)∂j−lx f(x)

)(
εl−1∂lXγ(εx)

)
dx

∣∣∣∣∣∣
≤ ε‖γ‖W s,∞

s∑
j=0

j∑
l=1

cjl

∫
|(∂jxf(x)∂j−lx g(x)− ∂jg(x)∂j−lx f(x)

)|dx
≤ Cε‖γ‖W s,∞‖f‖Hs‖g‖Hs .

Proof of Lemma 4.6. Functions which obey the inequality are bounded above by solutions
to the family of ODEs

η̇(T ; ε) = C(1 + η(T ; ε) + ε5/2η3/2(T ; ε)), η(0; ε) = 0,

and so we prove the result for these equations.
By separation of variables, we have that η(T ; 0) = eCT − 1. We notice that, for fixed

T , η(T ; ε) is a continuous and increasing function of ε. This follows since solutions of ODEs
depend smoothly on their parameters and the right-hand side of the differential equations is
increasing in ε.

Thus, by the intermediate value theorem, there exists ε0 such that η(T0; ε0) = ε
−5
0 . More-

over, since ε−5 is a decreasing function for ε > 0, we have η(T0; ε) ≤ ε−5 for ε ∈ (0, ε0). We
further note that, for fixed ε, η is continuous and increasing in T . So we have η(T ; ε) ≤ ε−5

for T ∈ [0, T0] and ε ∈ (0, ε0).
Thus we have

η̇(T ; ε) ≤ C(1 + 2η(T ; ε)), η(0; ε) = 0,

for T ∈ [0, T0] and ε ∈ (0, ε0). We apply Gronwall’s inequality to this to prove the
result.
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